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Conventions Throughout, G denotes a finite group, p a prime, k will be 71 or a fieid. 

All modules will be finitely generated. Usually, mappings are on the right (if on the left 

they will be bracketed) and modules are right modules. 

IN= {0, 1, Z, ... } and IP = {1, 2, ... }. 

L Introduction. 

1.1. Definitions and Notation A sequence of kG~modules 

A . A ih . A a; A' Bo · · .·. · · ----+ 2 --"---+ 1 ----'--4 · o· ~ 0 

is· a chain complex when Bn+l Bn = 0 \In E IN . 

8 6 li ' 
B : 0 ....,JL. Bo ~ B1-~ B2----:--'-> ... 

is a cochairi complex when lin lin+l = 0 Vn E IN . The Bn~ ate termed boundary maps, 

the lin cobounda:ry maps. Say A is projective (respectively free) if each Ai is projec-

tive (respectively free). 

The nth homology group of A is ~er Bn/im Bn+l and is denoted by Hn(A) . 

The nth cohomology group of B is ker 6 
1
jim lin, denoted Hn(B) . 

n+ 

Let M be a kG-modUle. A resolution (P, c) of M (as a kG-module) is an exact 

sequence of kG-modules 

(P, c): ... ----> P2 ...£L.. P1 A_. Po~ M----:--'-> 0. (1) 

Write P for the chain complex 

... ----> P2~'P1~ Po----> 0. (2) 

(Thus Hn(P) = 0 for n > 0 , Ho(P) = M . Also we still write P for (2) even if (1) is 

only a chain complex.) 
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is a kG-module, write HomkG(P, N) fJ the cochain complex (of k-modules) 

a* I a* 0--> HomkG(Po, N) ----1-. HomkG(Pt, N) ~ HomkG(P2, N)--> ... 

IfN 

where q(a~(f)) = (q an)f, q E Pn, f E HomkG P n-l, N). 

i 
Lemma 1.2 Let M, N be kG-modules and 10_

1
: M--> N be a kG-homomorphism. 

Let (P, ao): ... --> P2 ~ P, ~ Po ~ M --> 0 be a chain complex of 

kG-modules with P projective, and 

(Q, flo): ··· --> Q2 ..f!:L. Q, .Ji.L.... Qo _ihl_.l N--> 0 be a resolution of N as a 

kG-module. 

(i) There exist kG-homomorphisms Bi :· Pi-> Qi such that <Xi Oi-l = Bi fli 

Vi E IN. (Say 0: P-> Q is a chain lap where 0 = e Bi .) 
. . .I iEIN 

(ii) If 'Pi : Pi-> Qi are kG-homomorphisms such that <Xi cp. 1 = 'Pi fli ( i E IN) 
. - I ~ 
and cp_

1 
= 0_

1 
then there exist kG,I-homomorphisms hi : Pi-> Qi+1 , 

h _
1 

= 0 , such that 

Bi - 'Pi = <Xi hi_1 + hi fli+1 Vi E IN . 

(Say 0 and cp are chain homotopic.) 

Lemma 1.2 can be thought of as a generalisation .of Schanuel's Lemma. An important 

application of Lemma 1.2 occurs when (P, a
0
) and (Q, fl0) are projective resolutions 

of M . This yields 

Lemma 1.3 Let M, N be kG-modules. Let 

(P,ao): ... -->P2~P,~Po~M-->O 

(Q, flo): ... --> Q2 ..f!:L. Q, ..f!L. Qo _A_, M--> 0 

be projective resolutions of M (as a kG-module). Then there exist kG-homomorphisms 
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Bi: Pi-> Qi, 'Pi : Qi-> Pi, i E IN, such that Bi 'Pi and 'Pi Bi induce the identity 

map on the ithcohomology group of the cochain complexes H ( a·nd omkG P, N) 

HomkG(Q,N) respectively. 

Lemma 1.3 a.iiows lis to make the following definition. 

Definition 1.4 Let M, N be kG-modules. iet 

(P, iioJ: .. ; ---..::..:.:... P2 .:..£L:.. P, ~Po~ M ~ 0 

be a projective tes'oliitioii of M . For n E IN Extii (M·, ~. N·. )' . tli . . , kG , is the n cohomology group 

of the cochaiil complex HofukG(P, N) . 

Remarks' 1.5' (i) Ext~lt1.1, N) ~- iiotrikG(M, N) . 

(ii} By Lemma: i.3, Exti:clM\ N) is well defined i.e. it is independent of tlie choice of 

projediive resolutfon foi: M:. 
(ii) Using Leinma 1.2 we see that E t 0 (M' ) · · · · · x kG , - IS a covariant functor and 

ExtkriG' (-, N) is a contravariant functor i.e. ,·f 0 u· · · · : "---+ V is- a kG..:.homomor-

phism, there exist natural homomorphisms 

0 *: ExtkG(M, U)--> ExtkG(M, V) 

arid O*: Ext~G(:V, M)-> Extj;G(U, M). 

(ivJ If M is a projective kG-module then (P, a 0) in Definition 1.4 is split exact i.e. 

tiiere exist kG-homomoqihisnis fli : PF-t' _.Pi (iE IP) and flo : M _.· p 0 

such that'- fJl a1'= id: It follows that the sequence 

* * 0----> HomkG(M, N)~ HomkG(Po, N) ~ ... 

is also split exact. Hence if M is projective ExtkG(M, N) = 0 Vn E IP . 
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Exercise 1.6 Use 1.5 to show ! 
Ext~G(M, U Gl V) ~ Extj;G{M, U) Gl EJt~G{M, V) 

oru1 Ext,,(U o V, M)' Ex'i:0 (U, M) o J1t~G{V, M) , 

U, V, M kG-modules. 

Definition 1.7 Lei M, N be kG-modules. rG is the k-module HomkG{k, M) . 

M 0 N is the kG-module with {m 0 n)g = bg ® ng. 

Ho~k{M, N) is the kG-module with m{B g)= m g-
1 B g {BE Homk{M, N)). 

M* is the kG-module Homk(M, k) . 

If a E HomkG{M, N), define a* E HomkG{N*, M*) by m(a*(v)) = (m a)v, v EN*. 

Say M is a kG-lattice when M is free as a k-module. 

So MG = {mE M 1 mg = m Vg E G} , Homk{M, N)G ~ HomkG{M, N) and for BE M*, 

m(B g)= (m g-1)8. Also if H is a gr~up ald L is a kH-module then M 0k L is the 

k[G x H)-module with (m 0 Q(g, h)= mg 0/ h . 

Lemma 1.8 Let L, M, N be kG-modules. Then there exist natural kG-isomorphisms 

(i) M* 0k N ~ Homk(M, N) if M is a kG-lattice. 

(iii) M ~ M** if M is a kG-lattice. 

(iv) kG~ kG*. 

----------- ------~- ----·---- ·--~-------------- -~--
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Proof We give the isomorphisms in each case. 

{i) For f E M* , m E M , n E N define 1®ll E Homk{M, N) by m(1®ll) 

= n{m f) . Then f 0 n ,___. 1®ll induces a kG-isomorphism from M* 0k N 

onto Homk{M, N) . 

{ii) For. 0 E Homk{L ®k M, N) , l E L , m E M define 7J E Homk{L, Homk{M, N)) ·.by 

m(llJ) = {l0m)B. 

For tp E Homk{L, Homk{M, N)) define tp E Homk(L 0k M, N) by (/0 m)tp = 

m(ltp). 

Then and are kG-homomorphisms, inverse to each other. 

{iii) For mE M define :iii E M** by Jlm = mJl, J1 E M*. Then m ,___. m induces 

a kG-isomorphism from M onto M** . 

{iv) If a= E ag g E kG, agE k, define tr a= a,. Now define~ E kG* by ga = 
gEG 

tr g -I a , g E G . Then a,___.~ induces a kG-isomorphism of kG onto kG* . 

Corollary 1.9 Let P be a projective kG-module. 

{i) p* is a projective kG-module (not true if G is infinite). 

{ii) If 0 --+ P --+ M --+ N --+ 0 is an exact sequence of kG-lattices then it splits 

i.e. P is injective in the category of kG-lattices. 

(iii) If 0--+ L--+ M--+ N --+ 0 is an exact sequence of kG-lattices then 

0 --+ HomkG{N, P) --+ lio~kG{M, P) --+ HomkG{L, P) --+ 0 is exact i.e. 

HomkG{-, P) is exact on the category of kG-lattices. 

Proof {i) Follows from Lemma 1.8 (iv). 



(ii) The exact. sequence yields an exact seluence of kG-lattices 

0--+ N*--+ M*--+ p*--+ 0.' II 

This splits by (i). Hence 

0--+ p**--+ M**--+ N**--+ 0 SJllits. Now apply Lemma 1.8 (iii). 

Follows from (ii). I (iii) 

Corollary 1.10 Let P be a projectivelkG-module and L be a kG-lattice. Then 

ExtkiL, P) = 0 Vn E D' • 

Proof Let Q: ... --+ Q2 --+ Q1 --+ Q0 -+-+ L--+ 0 be a projective resolution of L . 

By Corollary 1.9 (iii) 0--+ HomkG(L, P) ~ HomkG(Qo, P)--+ HomkG(Q~, P)--+ ... 

is exact. 

Lemma 1.11 Let L be a kG-lattice and a projective kG-module. Then L ®k P is 

projective. 

Proof Let M be a kG-module. By Lemma 1.8 (ii) and the remarks after Definition 1.7 

there is a natural isomorphism 

Since L is a lattice, Homk(L, -) is exact. Since P is a projective kG-module 

HomkG(P, -) is exact. It follows that HomkG(P ®k L, -) is exact i.e. P ®k L is a projec-

tive kG-module. 
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Lemma 1.12 (Mayer-Vietoris sequence) Let 0---> A__!!____, B....'£.__. C--.:..... 0 be an 

exact sequence of chain complexes i.e. a commutative diagram with exact rows 

0--+ 

llJ1 !311 'Y11 

0--+ Ao ~ Bo ~ Co ---> 0 

1 1 1 
0 0 0 

Then there exists a long exact sequence (natural) 
{) (0) (rp) {) 

. .. -----+ H +1(C) ~ H (A) ~ H (B) ~ H (C) ~ H (A) ~ 
n n n n n-1 

... -----+ Ho(C)-----+ 0 . 

Sketch Proof (0
0
)* and (rp

0
)* are induced by 0

0 
and rp

0 
respectively. To defihe 

{)
0

, suppose a E H (C) = ker 'Y /im 'Y 
1 

. Choose b E ker 'Y c C representing a so n n n+ n- n , 

b 'Y = 0 . Choose c E B such that c rp = b ( rp is onto) . Then c {3 rp = c .n 'Y 
n · n n n n n-1 't'n ·n 

= b 'Y = 0 . Therefore c {3 = d 0 
1 

for some d E A . Now check that a,___. d 
n n n- n-1 

induces a well-defined homomorphism {Jn: H
0
(C)---> H

0
_

1
(A) and that the resulting 

sequence is exact. 

Mayer-Vietoris sequence for cochain complexes. 

Let 0 --+ A --+ B --+ C --+ 0 be an exact sequence of cochain complexes i.e. a 

commutative diagram with exact rows 
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l l l 
0--+ A (}I B1 ...!£!... C1->0 I ____._. 

all /hl 'Yil 
0--+ A Oo Bo....!£9.... Co->0 0 ____._. 

l l l 
0 0 0 

Then there exists a long exact sequence ( n~tural) 
(Oo) ('Po) Ia (81) 

0 ~ H'(A)---'. H'(B) ----'.U0(C) r ll~A)---'. H~B) ~ ... 
Corollary 1.13 Let 0 ---+ L ---+ M ---+ N ---+ 0 be an exact sequence of kG-modules. 

Let U be a kG-module. Then there exist ~natural) exact sequences 

(i) 0---+ Ext~G(U, L)---+ Ext~G (U, M?---+ Ext~G(U, N)---+ Ext~G(U, L)---+ .. . 

(ii) 0---+ Ext~G(N, U)---+ Ext~G(M, Ul---+ Ext~G(L, U) ~ ExtfG(N; U)---+ .. . 

... ---+ Ext~G(N, U)---+ Ext~G(M, J)---+ Ext~G(L, U)---+ ... 

Proof (i) Let (P, E) be a projective resolution of U. Then we have an exact sequence 
i 

of cochain complexes 0---+ HomkG(P, L)-!---> HomkG(P, M)---+ HomkG(P, N)---+ 0. 

Now apply Lemma 1.12. 

(ii) Let (P, E), (R, v) be projective resolutions for L, N respectively. By the Horse­

shoe "Lemma there is a projective resolution (Q, J.L) of M and a commutative diagrain 

with exact rows and columns 
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0 0 0 0 0 

1 l l 1 1 
----> pn.fi ·----> p 

n ~ ... ----> P1 ----> Po ~ L ----> 0 

1 1 l l l 
----> Qn+l ----> Q ----> ----> Ql ----> Qo~ M ___:. n 

l 1 l l l 
----> Rn+l ----> R ______. ... ----> R1 ----> Ro ~ N----> n 

l l l l l 
0 0 0 .0 0 

Since 0-> P n-> Qn-> Rn-> 0 is split exact for all n E IN it follows that 

0-> HomkG(R, U)--> HomkG(Q, U)--> HomkG(P, U)--> 0 is an exact sequence 

of cochain complexes. Now apply Lemma 1.12. 

Inflation and Restriction maps 

Let ex : H --> G be a homomorphism of groups and let M, N be kG-modules. Then 

M, N are also kH-modules by defining mh = m(hcx) for m E M or N and h E H . 

Let (P, E) be a projective resolution of M with kH-modules. Let (Q, v) be a projec­

tive resolution of M with kG-modules. Viewing (Q, v) as a resolution with kH-mo­

dules (now not necessarily projective), Lemma 1.2 (i) shows that there exists a kH-<:hain 

map (} : P --> Q extending the identity map on M . This gives a chain map 

O*: HomkG(Q, N)-> HomkiP, N) 

defined by fJ*(f) = (} f for f E HomkG(Q, N) . 

·This induces a natural homomorphism of k-modules 

a: : Ext~G(M, N)---+ Ext~H(M, N) Vn E IN . 

By Lemma 1.2 (ii), a* does not depend on 0. 
n 

0 

0 



Special Cases (i) a is inclusion i.e. 
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1 
H :::; G . Then a* is the restriction map from G 

to H , denoted resG,H . 

(ii) a is an epimorphism. Then a* is the inflation map from G to H , denoted 
\ 

infG H. 
) 

Transfer map Let H:::; G, let M, N .be kG-modules and let (P, c) be a projective 

resolution of M . Let {x1 , ••• , xn} be a rigft transversal for H in G , so G = H x 1 ~ 

Hx2 ~ ••• ~ Hxn . We have a natur~ mapl of cochain complexes HomkH(P, N) --> 

Homk (P) N) defined by 0 ,...._. E £ 1 r X. ) which is independent of the choice of 
G i=l 1 I 

transversal. This induces a natu;al homomqiphism of k-modules 

Ext~H(M, N) --'----+ Ext~G(M, N) 

denoted trHG , the transfer map from H to G . 

I 

Lemma 1.14 Let H :::; G , let l = [G : H]! , let M, N be kG-modules, let n E IN and 

let a E Ext~G(M, N) . Then trH,G(resH,G a) I= la. 

Proof Let (P, c) be a projective resolution of M and let {x
1
, ... ,xl} be a right trans-

versa! for H in G . If a is represented by B E HomkG(P n' N) then trH,GresG,H is 

induced by 

since 0 commutes with the x.'s. 
1 

-----·--·------ ···----
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Corollary 1.15 Suppose k is 71 or a finite field, M is a kG-lattice and N is a 

kG-module. Then Ext~G(M, N) is a finite group with exponent dividing 1 G 1 for 

all nell'. 

Proof Since Ext~ 1(M, N) = 0 ·for all n E IP , Lemma 1.14 shows that 

I G I Ext~G(M, N) = 0 . Also it is clear from the definition of Ext in terms of resolu­

tions that Ext~G(M, N) is finitely generated as a k-module. The result follows. 

Exercise Suppose k is 71 or a finite field and M, N are kG..:.modules. Show that 

Ext~G(M, N) is a finite group for all n E IP and that its exponent divides 1 G 1 for all 

n ~ 2. 

Lemma 1.16 Let H:::; G, let M be a kH-module and let N be a kG-module. Then 

there exist natural isomorphisms 

(i) HomkH(N, M) ~ HomkG(N, M ®kH kG) 

(ii) HomkiM, N) ~ HomkG(M ®kH kG , N) . 

Lemma 1.17 Let H ;<::; G , let . M be a kH-module, let N be a kG-module and let 

n E IN . Then there exist natural isomorphisms 

Proof (i) Let (P, c) be a projectiv~ resolution of N as a kG-module. Then. 

Ext~G(N, M ®kH kG) = Hn(HomkG(P, M ®kH kG)) 

~ Hn(HomkH(P, M)) by Lemma 1.16 (i) 

= Ext~H(N, M) . 
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(ii) Exercise (similar to (i)). l 
Lemma 1.18 Let K be a field containing , let M, N be kG-modules and let n E IN . 

Then I 
Ext~G(M, N) ®k K ~ E~t~iM ®k K , N ®k K) . 

Proof Let (P, €) be a projective resolution of M . The result follows from the natural 

isomorphism 
I 

HomkG(P, N) ®k K---+ HomkG(P ®k K, N ®k K) 

defined by sending 0 ® u (0 E HomkG(P, N) l u E K) to the map q ® v ~ q 0 ® vu 

(q E p 'v E K) . I 

Definition Let M be a llG-module and n IE IN . Then 
I 

n 1 n H (G, M) := fxtllG(ll, M) . 

i 
I 

Remarks 1.19 (i) HO(G, M) ==MG. 
! 

(ii) Hn(G, M) is a finite group with exponent dividing the order of G Yn E IP (use 

Corollary 1.15). 

(iii) If K is a field containing k then Hn(G, M ®k K) ~ Hn(G, M) ®k K Yn E IN (use 

Lemma 1.18). 

(iv) If M is a kG-module then M is also a llG-module (at least if we drop the 

requirement that all modules are finitely generated) and we have Hn(G, M) ~ 

Ext~G(k, M) Yn E IN (exercise). 

(v) Let M be a kG-lattice, let N be a kG-module and let n E IN . Then there is a 

natural isomorphism 
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To prove this, use HomkG(P ®k M, N) ~ HomkG(P, M* ®k N) which follows from Lem­

ma 1.8 (ii), and Lemma 1.11 which tells us that P projective implies P ®k M is 

projective. 

Proposition 1.20 Let M be a 7IG-module with trivial G-action i.e. M = MG . Then 

H1(G, M) ~Hom (G, M) naturally. 

Remarks Hom(G, M) = Hom(G/G' , M). Thus 

H1(G, lljpll) = GfG' GP,H 1(G, 7!) = 0. 

If G = G' , H1(G, M) = 0 (if M = MG) . 

Proof Let g be the augmentation ideal of liG , the ideal with 7!-basis 

{g -1.1 1 f g E ~} . 

Then we have an exact sequence 0 ---+ g ~ liG ---+ 7l ---+ 0 

hence by Corollary 1.13 (ii) an exact sequence 

o ---+ ExtHG(ll, M) ---+ E~tHG(llG, M) ---+ ExtHG(g , M) ---+ ExtziG(ll, M) ---+ 

Extz[G(llG, M) . 

Therefore we have an exact sequence 

0 
HomliG(liG, M)--> HomliG(g, M)---+ H 1(G, M)---+ 0 

Note that im 0 = 0 (because M,l= 0) . The result follows because G/G' ~ g fg2 (as 

7!-modules) via G 'g ,__. g2 + g - 1 . 

Lemma 1.21 Let A be a chain complex of k-modules and L be a k-lattice. Then 

Hn(A ®k L) ~ Hn(A) ®k L. 

Exercise. If a 
n are the boundary maps of A then A ®k L denotes the chain 

complex (A ®k L)n =An ®k L with boundary maps an® 1 . 
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1 

Bockstein map Let k = Nfp N . We have Ia short exact sequence 

0 ---+ k L Nfp2 u_ ....!!!....... k ---+ 0 . 

Therefore by Corollary 1.13 (i) there is a lor! g exact sequence 

... ---+ Hn(G, k) ~ Hn(G, Nfp2 N) ~! n(G, k) .i!JJ.... Hn+\G, k)---+ ... 

fJn is the Bockstein map. . 

Use Remark 1.19 (iii) to define {Jn for an arbitrary field of characteristic p . 

i 
1.22 Description of Bn Let 

I 
· · · ---+ p ---+ p ---+ ·· · ---+ pI ---+ p 0 ---+ u_ ---+ 0 

n n-1 . I 
be a projective resolution of N . Let u E Hn(G, k) . Then u is represented by 

A I 2 
f E Homy_G(P n' k) . Lift f to f E Homy_G(:Ii' n' Nfp N) . Then 

an+l f : P n+l ---+ Nfp2 N has image cont~ained in pU.fp
2
N = k (because an+l f = 0) . 

i 
Then an+l f E Homy_G(P n+l' k) represen~s fJn(u) . 

I 
i 

Lemma 1.23 (i) {Jn+l fJn = 0 (because an+2 an+l = 0) .. 

(ii) fJo = 0 (exercise). 
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2. Kiinneth Formula This will be especially important when cup products are introduced. 

Definition Let 

A : ... ---+ A2 .J!4 A1 ~ Ao ~ 0 

B: ... ---+B2AB1AB0 Ao 
be chain complexes of kG-modules. Then A 0k B is the chain complex of kG-modules with 

(A 0k B)n = Ill Ar 0k B
8 

r+s=n 

and boundary map an defined by 

(a 0 b) an= a ar 0 b + (-1)' a 0 b {3
8 

for a EAr, bE B
8

• 

The (-1)' ensures an+l an= 0. 

Similarly if H is a group, A is a chain complex of kG-modules and B is a chain complex of 

kH-modules then A 0k B is a chain complex of k[G x H)-modules. 

Similarly if 

and 

A : 0 ---+ Ao ~ A1 .J!4 A2---+ .. . 

B: 0---+ BoA B1 A B2---+ .. . 

are cochain complexes then A 0k B is a cochain complex with 

Theorem 2.1 (Kiinneth Formula) Let A be a chain complex of k-lattices, let B be a complex 

of k-modules and let n E IN . Define 

1i: Ill Hr(A) 0k H
8
(B)---+ Hn(A 0k B) 

r+s=n 

as follows. If u E Hr(A) and v E H
8
(B) are represented by a EAr and bE B

8 
respectively 

then (u 0 v)1i is represented by a 0 b E (A 0k B)n . Then there is a natural short ex~ct 

sequence of k-modules 

0---+ Ill H (A) 0k H (B)....!..._, H (A 0k B)---+ Ill Tork(H (A), H (B))---+ 0 
r+s=n r 5 n r+s=n-1 1 r 8 



' . 
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which splits, but not naturally. 

2.2 Remarks on Tor Let R be a ring, le 0 -----+ L -----+ F -----+ M -----+ 0 be an exact se-
1 . 

quence of R-modules where F is a freeR-module, and let N be an R-module. 

(i) There is an exact sequence I 
0-----+ Tor~(M, N)-----+ L ®R N ----->

1

F ®R N-----+ M ®R N-----+ 0 . 

(ii) Tor~(M, N) ~ Tor~(N, M). 
i 

(iii) Tor~(M, P) = 0 if P is projective. I 

(iv) Tor~("O.fprll, 71/p"ll) ~ ll/pmin(r,s)y_. Ttus for "D.-modules A, B with IAI , IBI < m, 

Tor~( A, B)~ A 0 B and also Ext~(R, B)~ A 0 B . 

( v) A homomorphism M -----+ N inducJ homomorphisms 

Tor~(L, M)-----+ Tor~(L, N) and Tdr~(M, L)-----+ Tor~(N, L) . 

. I 

2.3 Remarks on Theorem 2.1 (i) If k is a fi:eld, then 

H
0

(A 0k B)~ m Hr(A) 0k H
5
(B) ·I 

r+s=n i 

(ii)Let M and N be kG-modules with projective resolutions (P, E) and (Q, v) respectively. 

Then (P ®k Q , E 0 v) is a projective resolution of the kG-module M ®k N. (That P ®k Q is 

projective follows from Lemma 1.11; that P ®k Q is a resolution follows from the Kiinneth for-

mula). This result is used in the construction of cup products. 

(iii) Consider the special case Br = 0 for all r > 0. Write M = B 0 and let n E IN. Then we 

have a natural exact sequence which splits (but not naturally) 

0-----+ H
0

(A) ®k M-----+ H
0
(A ®k M)-----+ Tor~(H0_1(A), M)-----+ 0. 

(Remember that M can be arbitrary, but A needs to be a chain complex of k-lattices.) This 

is often referred to as the "Universal Coeffici~nt Theorem". 

(iv) Kiinneth Formula for cochain complexes Let A be a cochain complex of k-lattices, let 
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B be a cochain complex of k-modules and let n E IN . Then there is a natural short exact se-

quence of k-modules which splits (but not naturally) 

0---> m Hr(A) ®k H"(B)---> H0 (A ®k B)---> Ell Tor~(Hr(A) , H"(B))---> 0 . 
r+s=n r+s=n+l 

2.4 Computation of H
0

(G x H, k) Let H be a group and let (P, E) and (Q, v) be projec­

tive resolutions of k with kG and kH-modules respectively. Then (P ®k Q , E 0 v) is a pro-

jective resolution of k ®k k with k[G x H]'--modules by the Kiinneth formula and k ®k k is 

naturally isomorphic to k via the map· k1 0 k2 ....1!:-. k, k2. Let 'II"= (E 0 v)J.t so that (P ®k Q , 

11") is a projective resolution of k with k[G x H)-modules. Since HomkG(P, k) is a cochain 

complex of kG-lattices the Kiinneth formula yields a natural exact sequence of k-modules 

which splits 

0-----+ Ell Hr(HomkG(P, k)) ®k H"(Homk/Q, k))-----+ 
r+s=n 

H
0

(HomkG(P, k) ®k HomkH(Q,; k))-----+ 

Ell Tor~(Hr(HomkG(P, k)), H"(Homkl!(Q, k)))-----+ 0. 
r+s=n+l 

Now we have a natural isomorphism of cochain complexes 

8: HomkG(P, k) ®k Homkl!(Q, k)-----+ Homk[GxH](P ®k Q, k) 

defined by sending f ® g to the map u ® v ,_. u f v g (f E HomkG(P r' k), g E HomkH(Q
5

, k), 

u E P r' v E Q.). No sign is needed here even though it is in the definition of the tensor product 

of complexes. 

_Now Hr(HomkG(P, k)) = Hr(G, k) .etc, hence the above exact sequence yields a natural exact 

sequence of k-modules which splits 

0--+ Ell Hr(G,k) ®k H"(H, k)--+ H0 (G x H, k)--+ Ell Tor~(Hr(G, k), H"(H, k))--+ 0. 
r+s=n r+s=n+l 

Thus once H
0

(G, k) has been calculated for G cyclic it can be calculated when G is any abe-
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!ian group. If k is a field then Hn(G x H, k) ~ CD H'(G, k) ®k H"(H, k) . 
r+s=n 

Later we will show that if n E IP and G = Y.fnY. then H0(G, Y.) = Y., H'(G, Y.) = 0 if r is odd 

and H'(G, Y.) = Y.fnY. if r is even and I 0. 

Example: H4(Y.& x "0.3, Y.). We have a split exact sequence 

0 -+ CD H'(Y.6, Y.) ® H"(Y.a, Y.)-+ H
4

(Y.51x "D. a, Y.)-+ CD Tor~(H'(Y.6, Y.), H"(Y.a, Y.)) ---> 0 . 
r+s=4 1 r+s=5 
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CD X, ®k B
8 

and boundary CD· (-1)rir ®fl., where i, is the identity map on X,. Thus 
~s=n ~=n 

H (X® B)~ CD H (X ®
1 

B) and since H (X ®k B)~ X ®k H (B) by Lemma 1.21 we n k- srk sr r s 
r+s=n 

deduce that 11: CD H.{X) ®k H
8
(B)---> Hn(X ®k B) is an isomorphism. In general write 

r+s=n 

C = ker o. : A ---> A 
1 n :n n . n-

4 Dn = im <Xn : An ---> An_1 . Therefore H (716 x "D. a, 71) ~ Y.a CD Y.a CD 716 • 

2.5 Universal Coefficient Theorem Here Te relate Hn(G, Y.) and Hn(G, k). Let (P, c) be a 

projective resolution of Y. with Y.G-modules. Then we have a split exact sequence 

0-+ Hn(Homy_a(P,Y.)) ® k-+ Hn(Homy_a(,,Y.) ® k)-+ Tor~(Hn+1(Homy_a(P,Y.)),k)-+ 0 

for all n E IN , because Homy_a(P, 71) is ~ 71-lattice (see 2.3 (iii)). But Homy_a(P, Y.) ® k is 

I 

naturally isomorphic to HomkG(P ® k, k) 1 and (P ® k, c ® 1) is a projective resolution of k 

with kG-modules. Thus Hn(Homy_a(P, Y.) ~ k) ~ Hn(G, k) (cf. 1.19) and we have a split exact 

sequence 

Exercises (i) Show H2(G, Y.) ~ GfG' . 

(ii) Let M be a Y.G-lattice and let n E IN . Show 

Hn(G, M ® k) ~ Hn(G, M) ® k CD Tor~(Hn+\G, M), k) . 

Proof of Theorem 2.1 Let o. and fJ denote the boundary maps of A and B respectively. 
r s i 

We begin by considering a special case. Suppose A is a chain complex X with trivial 

boundary (so X, ~ H,(X) for all r E IN). Then X ®k B is the chain complex with (X ®k B)n = · 

Note that Cn and Dn are projective k-modules. Regard C and D as chain complexes with 

trivial boundary. Then 0 ---> C -> A ---> D ---> 0 is an exact sequence of chain complexes 

and hence so is 0 ---> C ®k B ---> A ®k B ---> D ®k B ---> 0 because D is projective (use 2.2). 

Now apply Lemma 1.12 to obtain an.exact sequence 
B ~ 

... ---+ Hn+1(D ®k B) n+
1 

Hn(C ®k B)---+ Hn(A ®k B) ----->•Hn(D ®k B)---+ .... 

We also have an exact sequence 0 ---+ D ---+ C ---+ H (A) ---+ 0 for all r E IN and 
r+1 r r 

hence an exact sequence 

0---> Tor~(H,(A), H
8
(B))---> Dr+l ®k H

8
(B)---> c, ®k H

8
(B)---> H,(A) ®k H

8
(B)---> 0 

by 2.2 (i). Therefore we have a commutative diagram with exact rows 

where li and 1 are isomorphisms by the special case when A has trivial boundary. A routine 

diagram chase shows that ker 1r = 0 , im 1r = ker cpn and ker Bn+
1 
~ CD Tor~(H,(A), H

8
(B)). 

r+s=n . 

But we have an exact sequence 0 ---> ker cp ---> H (A ®k B) ---> ker B ---> 0 , and the 
n n n , 

required natural exact sequence follows easily. 

It remains to show'that the sequence splits. First consider the case when B (as well as A) is 
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a lattice. Write En = ker (Jn : Bn-+ Bn_11 . Since submodules of k-lattices are projective we 

may write A = C Ill C' and B = E el E' for some k-sublattices Cn' and En' , but no .. t 
n n n n nln 

naturally. It follows that the natural epimorphisms Cn-+ Hn(A) and En-+ Hn(B) can be 

extended to epimorphisms 1 :A -+.H J) and 8 : B -+ H .(B) respectively, and hence 
n n nl n ~ n 

to an epimorphism ( 1 ® 8) : (A ®k B) -+ i Ill H (A) ®k H (B) . 
n n f+s=n r s 

If a EAr and bE B
8 

then (a<\® b + (-1)' a® b fl.)("(® 8)r+s-1 = 0 , because a etr "~r-1 = 0 

= b (J 8 1 . Therefore ( 1 ® 8) induces a hlnwmorphism 
8 

s-(108) :H (A0kB~-+ Ill Hl(A)®kH(B). 
* n r+s=n rl s 

It is clear that ,.( 1 ® 8) * is the identity on , Ill Hr(A) ®k H
8
(B) , i.e. the sequence splits. · 

r~s=n 

When B is not a lattice we need the followitg result. 

I 

Lemma 2.6 Let B be a complex of k-/nodules. Then there exists a complex C of free 
I 

k-modules and a chain map (} : C -+ B su1h that the induced map 0 * : H( C) -+ H(B) is an 

isomorphism. 

(Problem: can (} always be taken to be onto?) 

We prove this by establishing Lemmas 2.7 and 2.8. 

Lemma 2.7 Let B be a complex of k-modules. Then there exists a complex C of free 

k-modules such that Hn(C) ~ Hn(B) for all n E IN. 

I 

Lemma 2.8 Let B be a complex of k-modp!es, let C be a complex of free k-modules and let 

On: Hn(C) -+ Hn(B) be a homomorphism for each n E IN . Then there exists a chain map 

rp: C-+ B such that rpn* = (}n for all n E IN. 
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Proof The proof of Lemma 2.7 is very easy so we leave it as an exercise. We prove Lemma 2.8 

by induction on n . Let (Jr and "~r denote the boundary maps of B and C respectively. For 

n E IN , having constructed rpr : C r -+ B r such that rpr* 

(ker 'Yr)rpr ~ ker (Jr, (im "~r+ 1 )rpr ~ im (Jr+1 for r < n, we construct rpn: Cn-+ Bn having the 

same properties (where rp _1 = 0). 

"~n+1 "~n "~n-1 
-'-+en----+ 0n-1----> 0n-2----+ ... 

k-module, (}n lifts to a homomorphism 'ljJ: ker "~n-+ ker (Jn. Also im "~n is a free k-module, 

so we may write Cn = ker "fn e D for some k-sublattice D of Cn . Since "fn rpn_1 maps D 

into im (Jn there is a homomorphism 8 : D -+ Bn such that d 8 (Jn = d "~n rpn_1 for all 

dE D . We may now set On = 'ljJ e 8 : ker "~n e D = Cn -+ Bn and the induction step is 

complete. 

We now show that the sequence of Theorem 2.1 splits when B is an arbitrary chain complex. 

By Lemma 2.6 we may choose a complex C of free k-modules and a chain map 0 : C -+ B 

such that the induced map (} * is an isomorphism. We now have a commutative diagram with 

exact rows in which the top row splits and the two outside vertical maps are isomorphisms. 

0-+ e Hr(A) ®k H
8
(C)-+ Hn(A ®k C)-+ e Tor~(Hr(A) , H

8
(C))-+ 0 

r+s=n r+s=n-1 

11 *@ 0 * 1 (1® 0) * 1 (1 * ) (} *) 

0-+ e Hr(A) ®k H
8
(B)-+ Hn(A ®k B)-+ e Tor~(H/A) , H

8
(B))-+ 0 

r+s=n r+s=n-1 
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The Five Lemma shows that the middle trtical map is an isomorphism and a routine diagram 

1.1 . d chase now shows that the bottom row sp Its, as requue . 

E'~cloo Lct A b' • cl.&o romp!J of k-htti= "'<< lct U, C b' ruruo o=pl- of 
I 

k-modules. Suppose 0 : B --> C is a c~ain map stich that the induced map 0 * : Hn(B) --> 
i 

an isomorphism for ill n E IN . 

_____________________ _____._ __ ~ 
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3. Cup Products 

Notation If M !sa kG-module, write H*(G, M) = e Hr(G, M) . 
rEIN 

Aim To make H*(G, k) into a graded anticommutative k-algebra and H*(G, M) into a 

graded H*(G, k)-module. This means that if u E Hr(G, M) , x E H'(G, k) , y E H\G, .. k) then 

ux E Hr+s(G, M) and xy = (-l)"tyx E Hs+t(G, k). (Thus if p and s are odd and k is a field 

of characteristic p then x2 = 0 . ) 

Let (P, E) : ... ---> P 1 ....!!J... Po ...£.... k ---> 0 be a projective resolution of k with kG-mo­

dules. Then (P ®k P , E 0 E) is a projective resolution of k ®k k with kG-modules (Remark 

2.3 (ii)). Also we have a natural isomorphism of kG-modules f.!: k 0 k--> k where (a 0 b)f.! 

= ab for a, bE k. Thus if "K = (E 0 E)p, then (P ®k P, "K) is a projective resolution of k with 

kG-modules. By Lemma 1.2 there exists a chain map 

extending the identity map on k . 

Suppose u E Hr(G, M) , x E H"(G, k) . Choose f E HomkG(Pr, M) and g E HomkG(P
8

, k) 

representing u and x respectively. Then f 0 g E HomkG(Pr ®k P
8

, M), where (a 0 b)(f;® g)= 

(af)(bg) for a E Pr , b E P, . Therefore O*(f ®g) = O(f ®g) E HomkG(Pr+s' M) . Since 

B*f= 0 = a*g, we have 8f. = 0 = 8 g and hence a*+ (O*(f® g))= 8 O(f® g)= 0(8£® g + 
r s , r s r s r+s r 

(-l)r [® a.g) = 0. 

Therefore o*(f 0 g) represents an element of Hr+s( G, M) : it is denoted ux , the cup-product 

of u and x . Lemma 1.2 (ii) shows that ux does not depend on 0. We shall use the notation 

;i to denote the ith component of an element v in H*(G, M) : thus v = E v; where 

v; E Hi(G, M) . If u and x are arbitrary ~lements of H*(G, M) and H*(G, k) we can now 

define ux E H*(G, M) by 
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(ux) = E UiXj. 

I i+i=r 

Remark We could also define the cup product by letting (P, E) be a projective resolution of 

71 with 71G-modules and (} : P --> P 071 , be a chain map extending the identity on 71 . This 

would give the same result: cf. Remark 1.1? (iv). 
i 

Lemma 3.2 H*(G, k) is a graded anticommutative ring with a 1 and H*(G, M) is a graded 

H*(G, k)-module. If (P, E) is a projectivy resolution for k then 1 E H*(G, k) is represented 

by E E HomkG(Po, k) . I 
. . I 

Proof All is clear except for the anticombutativity: we must prove that if x E Hr(G, k) and 
I 

y E H"(G, k) then xy = (-1)'" yx. j 

Let (P, E) be a projective resolution of k , let f E HomkG(Pr, k) represent x and let 
1- . 

g E HomkG(P •' k) represent y . Let 0 : P --> P 0k P be a chain map extending the identity 

map on k (see 3.1). Then by definitiol O(f 0 g) , O(g ® f) E HomkG(Pr+s' k) represent 
I 

' 

xy, yx E Hr+s(G, k) respectively. By Lemma 1.2 (ii) 

O*: Hr+s(HomkG(P 0k P, k)) -t Hr+s(HomkG(P, k)) 

is an isomorphism, so we want to show that f 0 g and ( -1 )'" g 0 f represent the same element 

in Hr+s(HomkG(P 0k P, k)) · 

Define a chain map_ T: P 0k P--> P 0k P by 

(a0b)T= (-1)'"(b0a) for aEPr, bEP
8

• 

Then the induced map T*: Hr+s(HomkG(P 0k P, k))--> Hr+s(HomkG(P 0k P, k)) is the iden-

tity by Lemma 1.2 (ii) and the result follows. 

Definition 3.3 Let A, B be anticommutative graded k-algebras, say A = :;; An , 
n=O 

B = :D B ·. Then a E A is homogeneou's means a E An for some n E IN and then we write 
n=O n 

deg a = n (if a f 0) . We make A 0k B into an anticommutative graded k-algebra by defining 
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(A 0k B)n = e Ar 0k B., and for homogeneous elements a~, a2 E A and bt, b2 E B, 
r+s=n 

Theorem 3.4 Let H be a group. Then there is a natural monomorphism of anticommutative 

k-algebras 11': H*(G x H, k) --> H*(G, k) ®k H*(H, k) . If k is a field, then 11' is an 'epimor-

phi sm. 

Proof This is just 2.4; all that needs to be checked is that 11' respects multiplication as well as 

addition. 

Lemma 3.5 Let L, M, N be kG-modules, let H be a group, let u E H*(G, M) and 

y E H*(G, k) . 

(i) If 0: H--> G is a homomorphism then O*(u) O*(y) = O*(uy) . 

(ii) If cp: M--> N is a kG-homomorphism then cp*(u)y = cp*(uy). 

(iii) If 0--> L--> M--> N--> 0 is exact and 5 : H*(G, N)--> H*(G, L) is the condec­

ting homomorphism (cf. 1.13 (i)) then 5(vy) = (5v)y for v E H*(G, N). 

(iv) If H :::; G then trH G(resG H(u)z) = u trll G z for z E H*(H, k) . 
' ' ' 

(v) If k is a field, char k = p , and x E Hr(G, k), then fJ(xy) = ({Jx)y + (-1)' x (fly) . 

Proof We prove (v), leaving the other parts as exercises. We may assume that k = 71fp71 by 

Remark 1.19 (iii), and y is homogeneous of degree s for some s E IN. 

Let (P, E) : ... ----> P1 -.!!J... Po~ 71----> 0 be a projective resolution of 71 with 71G-mo­

dules, let f E Hom71G(P r' k) and g E Hom71G(P •' k) represent x and y respectively, and let 

0: P----> P 0 71 P be a chain map extending the identity map on 71 (cf. 3.1). Then xy is repre-

sented by O(f® g) E Hom71G(Pr+s' k). 

Lift f and g to f and g , elements of Hom71G(P r' 71/p271) and Hom71G(P s' 71fp271) respec­

tively. Then O(f 0 g) E Hom71G(Pr+s' 71fp271) lifts O(f 0 g) and so fJ(xy) is represented by 
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8r+•+l B(f 0 g) E HomllG(Pr+s+l' 1IIp27I) (see 1.22). But this is 

oa 
1
(r 0 g)= o(al

1 
£0 g)+ (-1)' B(f 0 a +l g). 

Since ar+l f represent:+: and 8
5
+1 g [presents {Jy the result 

8

follows. 

3.6 Cohomology of the Cyclic Group 

Let G = < g > be a cyclic group and let g be the augmentation ideal of kG , so g is a free 

k-module with basis {g - 11 g E G\1} . Define kG-homomorphisms € : kG -> k and 

v : kG -'-+ g by 1€ = 1 and 1 v = g - 1 . Then we have the exact sequences 

0->g->kG->~->0 

o-k-kG-~u-o. 

Since H0 (G, kG)= 0 fo~ all n E IP by Crollary 1.10, the long exact sequences for cohomology 

(Corollary 1.13 (i)) show that the connecting homomorphisms give isomorphisms 

1: H0 (G, k) ~ H0 +1(G, g) and !i: H0~G, g)~ Hn+l(G, k) for all n E IP. (i) 

Thus H0 +2(G, k) ~ H0 (G, k} for n E IP. 1Let us consider two special cases. 

Case 1 k is a field of characteristic I p and pI I G I (if p does not divide I G I then 

H0 (G, k) = o for all n E IP- exercise). Tre exact sequence 0-+ g--+ kG--+ k--+ 0 yields 

an exact sequence · 

0--+ H0(G, g)--+ H0(G, kG)-+ H0(G, k) ....:L. H1
(G, g)-> 0 . 

Since H0(G, g)~ H0(G, kG)~ H0(G, k). ~ k it follows that 

1: H0(G, k) ~ H1(G, g) (ii) 

is an isomorphism and H1(G, g)~ k . Also H1(G, k) ~ Hom(G, k) ~ k by Proposition 1.20. It 

now follows from (i) that H0 (G, k) ~ k for all n E IN . Thus we have the additive structure of 

H*(G, k) and we now calculate the multiplicative structure. 

By (i) and (ii) Iii : H0 (G, k) -> H0 +2(G, k) is an isomorphism for all n E IN • Also if 

x E H0 (G, k) and y E Hm(G, k) , m EIIN ,then !i'Y(xy) = (!ifX)Y by Lemma 3.5 (iii). Now 
i 

1y = y where 1 E H0(G, k) is the identity. It follows that if n is even and x f 0 then 

y ~----+ xy is a bijective map from Hm(G, k) to Hm+n(G, k) . This shows that 

w H0 (G, k) ~ k[u] , 
n even 
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a polynomial ring where u can be taken to be any nonzero element of H2(G, k) . If p is odd 

and v E H\G, k) then v2 = 0 because H*(G, k) is anticommutative and 

H*(G, k) ~ k [u, v] I (v2, uv- vu) (iii) 

where deg u = 2 , v fc 0 , deg v = 1 . 

On the other hand if p = 2 we need a further subdivision of cases. First suppose I G 1 = 2 . 

Then k ~ g as kG-modules, hence from (i) and (ii) we have an isomorphism 1: H0 (a', k) -+ 

Hn+1(G, k) for all n E IN . It follows that H*(G, k) ~ k [v] , a polynomial ring where v can be 

taken to be any nonzero element of H\G, k) . 

In general let H = < h > be the subgroup of order 2 in G . Identifying H0(H, g ) and 

H0(G, g ) with the fixed points of g under the action of H and G respectively, 1 + h E 

H
0
(H, g) and trH G(1 + h) = }; g E H0(G, g ) ~ k , so trH n : H0(H, g ) --+ H0(G, g ) is 

' gEG •" 

onto. Moreover the exact sequence 0-+ k-> kG-+ g--+ 0 yields (by Corollary 1.13 (i)) a 

commutative diagram with exact. rows 

H0(H, g)---> H1(H, k)---> 0 

trH,G l l trH,G 

H0(G, g)---> H1(G, k)---> 0 

and we deduce that trH,G : H
1
(H, k) -+ H\G, k) is an isomorphism. Let l = [G : H). Using 

trH,G resG,H = l (Lemma 1.14) we see that trH,G : H
2
(H, k)-> H\G, k) is an isomorphism 

if 2 does not divide l and resG,H : H1(G, k) -+ H\H, k) is zero if 2 I l . Now let 

1 1' . 
0 fc u E H (G, k) and z E H (H, k) such that trH,G(z) = u. Then 

u2 = u trH,G(z) = trH,G(resG,H u)z by Lemma 3.5 (iv) 

= 0 if and only if 2 I l . 

We conclude that 

H*(G,k)~k[v] if 4 doesnotdivide IGI (apolynomialringwhere veH1(G,k), 

H*(G, k) ~ k [u, v] I (v2, uv- vu) if 4 I I G I (where v E H1(G, k) and u E H2(G, k)) . 
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Next we calculate the Bockstein map fJ : H0 (G, k)----> Hn+\a, k) . 

. 

n I As above, 

H1(G, 71fp271) ~ 71fp2U. for all i E IH if p2 I I G I , 
I (iv) 

Hi(G, 71fp271) ~ 71/pU. for all i.E IPI if p2 does not divide I G I . 

The exact sequence 0 ----> 71fp71 ----> 71fp2~ ----> 71fp71 ----> 0 yields (see Corollary 1.13 (i) and 

1.22) an exact sequence · 
fJ 

0----> H0(G, 71fp71)----> H0(G, 71fp271)----> H0(G, 71/p71) __!. H\G, 71fp71)----> ... 

Using (iv) we deduce 
I 

{J, = 0 for all i E IH if P2 I I G I 

P,. " 0 .' P,.., im i~mp+m Im oil i ' ' if p' d~ ""' di oido 

Thus if p2 does not divide I G I we can rewrite (iii) as (p odd, p I I G I) 

* I H (G, k) ~ k [v, {Jv] / (v2, vf'- (fJv)v) 

where v is any nonzero element of H1(G, ~) . 
I 

I 

I 

IGI. 

Case 2 k = 71. Let l = IGI . By Propbsition 1.20 and Exercise 2.5 (i), H1(G, 71) = 0 and 
I 

H2(G, 71) ~ G/G' and it now follows from (i) that 

H0(G, 71) ~ 71, H20(G, 71) ~ 71/l71, H20
-

1(G, 71) = 0 (n E IP). 

Also 1: H0(G, 71) ____, H\G, g) is onto because H\a,· 71G) = 0 . By a similar argument to 

Case 1 we now see that if m, n E IP and x is a generator of H2m( G, 71) then y >----+ xy is a 

bijective map from H0 (G, 71) to H2m+n(G, U.) . Therefore 

H*(G, 71) ~ 71 [u]/(lu) 

where u is any generator of H2(G, 71) . 

Notation Let Ek[u1' ... ,ud] denote the exterior algebra on d generators, an anticommutative 

graded k-algebra which as a k-module is free of rank 2d. Thus Ek[u] ~ k[u]/(u2) = k (!) k u 

where u has degree 1 and u2 = 0 , and 

We can now state 

Lemma 3.7 Let k be a field of characteristic p, let I Gl = p and let 0 f. u E H
1
(G, k). 

-29-

Then 

(i) If p is odd then H*(G, k) ~ k[{Ju] ®k Ek[u] . 

(ii) If p ~ 2 then H*(G, k) ~ k[u] . 

Cohomolo~J:v of an elementary abelian p-group Let k be a field of characteristic p , let d E IP 

and let G be the elementary abelian p-group of rank d (so I G I = pd) . Let (u
1
, ... ,ud) be a 

k-basis for H1(G, k) (= Hom(G, k) by Proposition 1.20). By Theorem 3.4 and Lemma 3.7 we 

now have 

Theorem 3.8 (i) If p is odd then H*(G, k) ~ k[{Ju
1
, ... , {Jud] ®k Ek[u

1
, ... , ud]. 

(ii) If p = 2 then H*(G, k) ~ k[u
1
, ... , ud] . 

Cohomology with coefficients in U. Let G be an elementary abelian p-group. Then we need 

Lemma 3.9 If n E IP and x E H0 (G, U.), then px = 0 . 

Proof Exercise using 2.4 (Kiinneth formula) and 3.6. 

Let k = U.fp71 . Then we have an exact sequence 

O---+U....l:£.71.1..k-->O 

where p, is "multiplication by p", and hence an exact sequence 

... ---+ H0 (G, 71) ~ H0 (G, 71) ~ H0 (G, k) __§__, H0 +1(G, U.) ~ H0 +1(G, 71)---+ ... 

by Corollary 1.13 (i), and p,* is "multiplication by p11
• Using Lemma 3.9, imp,*= 0 for all 

n E IP so we have an exact sequence 

0---+ H0 (G, 71) ~ H0 (G, k) __§__, H0 +1(G, U.) ~ 0. 

Define iqa, U.) = H0 (G, U.) n > 0 

H0(G, 71) = k I 

so H*(G, U.) ~ H*(G, 71)/(p) as anticommutative graded rings and <p* induces a ring mono-
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morphism H*(G, 71)--+ H*(G, k). Ther ore H*(G, 71) g: kerB= ker rp* B. Now rp* B = fJ: 

Hn(G, k)--+ Hn+\G, k) (exercise), so 

H*(G, 71) g: ker fJ H*(G, k)--+ H*(G, k) . 

Example G = 71fp71 x 71fp71 , p odd. Then (Theorem 3.8) H*(G, k) g: k[x, y] ®k Ek[u, v] , 

fJu=x,(Jv=y. I 
I 

Now (J(f
1 
+ f2u + f3v + f4 uv) = 0 (fiE k:[x, y]) 

I 

(=} (using 3.5 (v) and 3.6) f
2
x + f3yl and fixv- yu) = 0 

I 
I 

(=} f
4 

= 0 , f
2 

= yf , f
3 

= -xf some f E k[x, y] . 

Therefore ii*(G, 71) g: k[x, y] ®k Ek[uy-vx]. 

Exercise If p = 2 show ii*(G, 71) g: k[x2
, l, x2y + xy

2
]. 
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4. The Evens Norm Map Let H ~ G . Recall the transfer map 

trH,G : H*(H, k)--+ H*(G, k) 

is a map satisfying trH,G(x + y) = trH,G(x) + trH,G(y) i.e. trH,G respects the additive struc-

ture. The Evens norm map is a map 

normH,G : H*(H, k)--+ H*(G, k) 

which respects the multiplicative structure. To define this map, we need to consider tensor in­

duction. Write G = x
1 

H l!J ••• l!J xJI and let M be a kH-module. For g E G write 

gx.=x. g. 
1 • 1 

g1 

where gi E H ( i = 1, ... , l) and g EEl. Define a kG-module by 

Ml = M ®k ... ®k M ( l times) , 

(1) 

(2) 

It is easy to check that this gives a well defined kG-module whose isomorphism type is indepen­

dant of the choice of transversal {x
1 
... , xl}' and kl g: k (naturally). 

However pl is not a projective kG-module in general when P is a projective kH-module. 

Similarly if P is a chain complex of kH-modules then pl is a chain complex of kG-mo­

dules, but we need a sign in (2) (so that the G-action commutes with the boundary maps), 

namely (when the mi are homogeneous) 

rr (-1)deg mi deg mj 
i<j 

• -1. • -1. 
g 1>g J 

(3) 

However we must check that (3) gives a G-action, and that the action commutes with the 

boundary map: i.e. for f, g E G and u E Pi, u homogeneous, 

(uf)g = u(fg) and (uiJ)g = (ug)iJ. 

To do this directly is technically unpleasant, especially the sign in the latter equality, so we pro-
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ceed differently and first use (1) to embed G in the Wreath product Et l H . Recall that 

Ell H consists of elements (11"; h1, ... , hl) (11" EEl, hiE H) with multiplication 

(11"; h1, ... , hl) (cr; e1, .. , el) = (11" cr; hcr1 e1, ... , hertel). 

Clearly (11"; 1, ... , 1)-1 = (11" -\ 1, ... , 1) anr (1; h1, ... , hl)-1 = (1; h~\ ... , hi1) . For convenience 

we shall let sign (11"; h
1
, ... , hl) denote the ~ign of the permutation 11". Using the notation of (1), 

define 0: G--+ Ell H by 

Then we have 

Lemma 4.1 (i) 0 is a monomorphism. 

(ii) Suppose {y
1
, ... , yl} is another left transversal for H in G and tp: G--+ Ell H is the 

corresponding monomorphism. Then therJ exists w E El l H such that. g tp = w -l(g O)w for 

all g E G , and sign ( w) = sign of the perlutation x.H >---> y.H on the left cosets of H in G. 

Proof (i) This is routine checking. 

I 1 1 

I 
I 

(ii) It will be sufficient to consider the following two cases: 

Case 1 There exist h
1

, ... , hl E H such that yi = xihi . Here we choose w = (1; h1' ... , hl) . · 

Case 2 There exists crEEl such that yi = xcri. Here we choose w = (cr; 1, ... , 1). 

We now need to discuss differential graded algebras as described in VI 7 of [S. MacLane, 

Homology, Springer-Verlag, Berlin-New York 1975]. Section 4.2 is no more than a summary of 

portions of Chapter VI of MacLane's book. 

4.2 Definitions Let K be a commutative ring with a 1 , and let A = Ell7=o Ai be a graded 

K-module. An element a in A is homogeneous means a E Ai for some i E IN . 

(i) Suppose A is a K-algebra. Then A is a graded K-algebra means AiAj ~ Ai+j . 
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(ii) If there is a K-module homomorphism {): A--+ A such that AifJ ~ Ai-~ for all i E D' , 

A
0
8 = 0 and 82 = 0, then A is called a DG-module. 

(iii) Suppose A is a graded K-algebra which is also a DG-module. Then A is a DG-algebra 

means (ab)fJ = (afJ)b + (-1)deg a a(bfJ) for all homogeneous elements a, b in A. 

(iv) If A and B are graded K-algebras, then A ®k B is a graded K-algebra with multiplica­
\ 

tion and degree 

(a® b)(a' ® b') = aa' ® bb'(-1)deg b deg a' 

deg( a ® b) = deg a + deg b 

(a, a' E A , b, b' E B homogeneous). Note that forming tensor products of graded algebras is 

associative: i.e. we get the same sign in the above whether we consider 

A ®K (B ®K C) or (A ®K B) ®K C , and in both cases 

(a® b ® c)(a' ® b' ® c') = aa' ® bb' ® cc' (-1)cr 

where cr = deg a' deg b + deg a' deg c + deg b' deg c. Thus we can write unambiguously 

(v) If A and B are DG-modules, then A ®K B is a DG-module with deg(a ® b) 

deg a + deg b and 

(a®b)fJ= afJ®b + (-1)degaa®b{) 

for homogeneous a E A , b E B . As in (iv) forming tensor products is associative i.e we get the 

same sign in the above whether we consider A ®K(B ®K C) or (A ®K B) ®K C , and in both 

cases 

(a® b ® c)fJ= afJ® b ® c + (-1)deg a a®b{)® c + (-1)deg a +degb a®b ® c{). 

Thus again we can write unambiguously A ®K B ®K C . 

(vi) Suppose A is a DG-module which is also a graded K-algebra. Then A is a DG-algebra _ 

means 

(ab)fJ = (afJ)b + (-1)deg a a(bfJ) 

for all homogeneous a, b E A . If A, B, C are DG-algebras, then A ®K B is a DG-algebra and 

by parts (iv) and (v) and we can write unambiguously A ®K B ®K C . 
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(vii) The tensor algebra 
I 

T(A) = f e A e A ®K A e ... 

is a graded K-algebra with deg(a1 ® ... ® al) = deg a1 + ... + deg al and 

(al ® ... ®al)(ai_ ® ... ®ti,)=al ® ... ®al®ai_ ® ... ®al,. 

If A is a DG-module, then T(A) becom~s a DG-algebra with 
l (J' 

(al ® ... ® al)a = i~l (-1) 1 al ® ... ® ai a® ... ® al 

where rri = deg a1 + ... + deg ai-l . Note that the natural injection A --+ T(A) is a chain 

map. 

Recall the following elementary result: i 
I be a K-module homomorphism, and Lemma 4.3 Let A, R be K-algebras, 1ft () : A --+ R 

let X~ A such that X generates A as {1- K-module. If (xy)B = xO y () for all x, y EX, then 

() is a K-algebra homomorphism. I 

We now have 

Proposition 4.4 Let a : A --+ R , fJ : B'--+ R be homomorphisms of graded K-algebras, let 

X, Y be the homogeneous elements of A, B respectively, and let X' ~X be a subset which 

generates A as a K-algebra. If 

XU y(J = (-1)deg x deg y y(J XU 

for all x E X' , y E Y , then there is a unique graded K-algebra homomorphism 

() : A ®K B --+ R such that (a ® b )0 = au b(J for all a E A , b E B . 

Proof Certainly there is a unique K-module homomorphism () : A ®K B --+ R such that 

(a ® b )0 = au b(J for all a E A , b E B , so we need to prove that () respects multiplication. Let 

X" be the multiplicative sernigroup generated by X' . If x = x1 x2 with x, x1, x2 E X" 

and 

X.Ct yfJ = (-1)deg Xi deg y yfJ X.Ct 
1 1 

(i = 1, 2), 

then 
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xu y{J = (x1 x2)a y(:J = x1a x2u y(:J 

= (-1)deg x2 deg y X Ct y(:Jx Ct 
1 2 

= (-1)deg X2 deg y (-l)deg X! deg y yfJ X Ct X Ct 
1 2 

= (-1)deg x deg y y{J(xl x
2
)a = (-1)deg x deg y y{Jxa 

and we deduce that 

xu y{J = (-1)deg x deg Y y(:Jxa 

for all x E X", y E Y . An easy calculation now shows that ((u
1 

® v
1
)(u

2 
® v

2
))B = 

(u1 ® v1)B (u2 ® v2)0 for all u1, u2 EX'', v1, v2 E Y. Since the elements {u ® v 1 u EX'', 

v E Y} generate A ®K B as a ~-module, the result follows from Lemma 4.3. 

Corollary 4.5 Let ai : Ai--+ R (i = 1, ... , n) be homomorphisms of graded K-algebras such 

that 

deg a· deg a· a. a. a. a.= (-1) 1 J a. a. a. a. for all i j J' 
I I J J J J 1 I 

(ai E Ai, homogeneous). Then there is a unique graded K-algebra homomorphism 

~: A1 ®K ... ®K An--+ R such that (a1 ®·:·®an)()= a1 a 1 ... an an. 

Proof Certainly there is a unique K-module homomorphism () : A
1 

®K ... ®K An --+ R such 

that (a1 ® ... ®an)()= a1 Ct1 ... an an >so we need to prove that 0 respects multiplication. 

We shall use induction on n , so if 1n: A ® ... ® A --+ R is defined by (a ® ®a )m 
" 1 K K n-1 1 "' n-1 r 

= a1 a 1 ... an_1 un_1 , we may assume that <p is a K-algebra homomorphism. In view of Pro-

p9sition 4.4 we need to prove 

(1 ® ... ®ai ® ... ® 1) <pan an= (-1)dega;deg an an an(1 ® ... ®ai ® ... ® 1)<p 

which is true because (1 ® ... ® ai ® ... 0 1)<p = ai ai . 
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(4.6) Let A be a graded K-algebra, let l E IP, let 1i E »t, and let Al =A ®K ... ®K A (Hac-

tors). For i = 1, ... , l define ai: A-+ At by I 
aa.=1® ... ®a® ... ®l1 

where the a on the right is in the 1i -\~position. Since 
I 

a a. b a.= (-1)deg a deg b b a. a a. 1 for all if j , 
1 J J 1' 

it follows from Corollary 4.5 that 1i induces a unique graded K-algebra homomorphism 
l l l i l 1r: A -+A :Clearly this defines an action of El on A '(i.e. a(1r rr) =(a 1r)rr for a E A, 1r, 

rr E E L), and 1i satisfies for homogeneous ai E Ai 

(a1 ® ... ® al)1r = a1i1 ® ... ® a1il X 

where x is a sign (depending on 1i and the degrees of the ai ). 

(4.7) 
l . 

Let A be a DG-algebra and let El act on A by the rule 

as described in ( 4.6). We want to show that the action commutes with the boundary map, i.e. 
I . 

a 81r = a 1i 8 for all a E At, 1i E El. ( 4) 

Note that if a, {J are homogeneous elements of A l and a 8 1i = a 1i 8 , {J 8 1i = {J 1i 8 , then 

(a+ {J)81r =(a+ {J)1r 8 and 

(a {J)81r =(a 8 {J + (-1)deg a a {J 8)1r 

=a81i{J1i+(-1)dega1ia1i{J81i 

= a1i 8{31i + (-1)deg a1i a1i{h 8 

= (a 1i {J 1r)8 = (a {J)1r 8. 

It follows that we need only check ( 4) when a is of the form 1 ® ... ® a ® ... ® 1 , and this is 

obvious. 

(4.8) Let P = <D7=o Pi be a DG-module and let El act on Pl according to the formula 

1 
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as described in (4.6). We want to show that this !§. an action and that it commutes with the 

boundary map i.e. 

a 1i p = a p 1i and a 1i 8 = a 8 1i 

for all a E Pl and 1r, pEEl. By (4.7) this is certainly true if a E T(P)l (where T(P) is the 

tensor algebra of Definition 4.2 (vii)). But the natural injection P -+ T(P) is a chain ,map, 

and the natural injection pl -+ T(P)L commutes with the action of El , and the result 

follows. 

Note that in the special case 1i is a transposition (n n + 1), it is easy to see that 

X= (-1)deg Pn deg Pn+l. Consequently X= sign (1r) when all the deg p. are equal and odd. 
I • 

( 4.9) Let H be a group, let P be a complex of KH-modules, let l E IP , and let W = Ell H 

denote the Wreath product. We make pl into a complex of KHL-modules by defining 

(pl 0 ··· 0 Pt)(hl, ... , hl) = P1 hl 0 ··· 0 Pt hl 

and into a complex of KErmodules (using (4.8)) by defining for homogeneous piE Pi 

(p 1 ° · · · 0 P L)1r = P 1r1 ° · · · 0 P 1rl X · 

We claim that pl is a complex of KW-modules with 

(pl ® ... ® pl)(1i h)= ((pl ® ... ® pl)1i)h 

(1r EEl' hE Ht). To establish this claim, we must verify 

(i) (pl ® ... ® pl)(gl g2) = ((pl ® ... ® pl)gl)g2 

(ii) ((p1 0 ... ® pl)g)8= ((p1 ® ... ® pl)8)g 

for all g1, g2, g E W. Since W is generated by EL and Hl we need only check (i) and for this 

we use 

Lemma Let G be a semi direct product of A and H , so H 4 G and every· element of G 

can be written uniquely in the form a h (a E A, hE H), and let K be a commutative ring with 
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~l. Sopp'"' M io both KA-mod""' Mh KH~odoll Defioo m(• b)~ (m •)b fu< m < 

(1) If (m h)a = m a(a-1h a) for all mE M, a E A, hE H, then M is a KG-module. 

(2) If h < A0 > , H ~ < H0 > , M i• gooo<Otod " • KrodW. by M0 , Md 
(mh)a=ma(a-1ha) fora!! mEM

0
,,aEA

0
,hEH

0
, 

then M is a KG-module. 

We omit the elementary proof. Thus to verify (i), we need orly show 

((p1 0 ... 0 pl)(h1'"' hl))'K = (p1 0 ... 0 pl)1r('K-1(h1'"'1 hi)'K) 

for hiE H and 1r a transposition (n n + 1), which is obviLs (recall 1r-1(h
1

, ... , hi)1r = 

(h1, ... , hn+1' hn'"'' hl)) . 

(4.10) Now let us return to the situation at the beginning lfthis chapter, so H::; G , 

G = x H l!J ... l!J x H , · g x. = x. g. , and P is a chain complex of kH-modules. Let W be the 
1 [ I . I I 

gl I 

Wreath product Ell H, and let 0: G--+ W be the mono
1

morphism of Lemma 4.1. Then (4.9) 

shows that pl is a complex of kW-modules, hence pl bec~mes a complex of kG-modules with 

G-action given by q g = q(g B) for q E pl and g E G . Explicitly the G-action is given by 

(m1 0 ... 0 ml)g = m. g1 0 .... 0 m. gl X 
g1 gl 

for homogeneous mi E Pi where X is a sign (depending on g and the degrees of the m;): it is 

easy to see that when all the deg mi are equal X is given by (3) (see 4.8); we leave it as an 

exercise to check that x is always given by (3), since we .do not need the general case in the 

sequel. 

Suppose {y , ... , yl} is another set ofleft coset representatives, so that G = y 1 H l!l ... l!l y l H , 
1 ' 

and let cp : G --+ W be the corresponding monomorphism
1
• Then Lemma 4.1 shows that there 

exists w E W such that g cp = w - 1(g O)w and sign( w) = sign of the permutation xiH ~----+ Y;H, 
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and we now have a chain isomorphism 1fi : Pl --+ pi extending the identity defined by 

q 1/! = q w which satisfies q(g O)'lj! = q 'lj!(g cp) for all q E pl. In particular the different chain 

complexes arising from different left coset representatives of H in G are chain isomorphic. 

We can now define the Evens norm map. Let 

P: ... --+ P 1 --+ P 0 --+ k--+ 0 be a projective resolution with kH-modules, 

V: ... --+ V1 --+ V0 -S k--+ 0 be a resolution with kG-modules. 

Then pl 0k V is a resolution of k with kG-modules (by the Kiinneth formula), not in general 

projective. So we choose V to make pi 0k V projective (eg. if V is projective, th~n pl 0k V 

is projective by Lemma 1.11). Let kn denote the kG-module which is the sign of the pernruta-

tion representation of G on {x1H, ... , x~} for n odd, and is the trivial module k for n 

even. Thus kn = k ask-modules and for A E kn , g E G 

Write 

), g = ), if n is even, 

>.g= rr (-1). 
i<j 

• -1. • -1. 
g l>g J 

H(G) = ED Hi(G, k) if k is a field of characteristic two, 
iEIN 

= ED H2i(G, k) otherwise. 
iEIN 

Let u E H*(H, k) and let f E HomkH(P, k) represent u. 

(i) If u E H(H), then f 0 ... 0 f 0 £ E HomkG(Pl 0k W, k) represents an element 

normH,G(u) E H(G) . If u is homogeneous with degree n , then normH,G(u) is homogeneous 

with degree nl . 

(ii) If f E HomkH(P n' k) (so u. is homogeneous with degree n, n possibly odd), then 

f 0 ... 0 f 0 £ E HomkG((Pl 0k W)nl' k) 
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and represents an element normH,G(u) E H"l(G, k
0

) • 

I 
Note If n is odd, we need k

0 
(not k). Also if g E ~omkH(P n' k) represents u , then 

g ® ... ® g ® E represents normH,G(u) (i.e. normH,G(u) ~oes not depend on the choice of f). 

To see this, write f = g + 6 h where hE HomkH(P n-l' k) (so is the coboundary map and 

6 g = O) . Then f ® ... ® f ® E- g ® ... ® g ® E is a sum of elements of the form 

g1 ® ... ®gi-l ® 6 h ® gi+l ® ... ® gl ® E where each gi = g o
1
r 6 h , which up to sign is 

6(gl ® ... ®gi-l ® h ® gi+l ® ... gl ®E) 

because 6 gi = 0 for all i . 

Lemma4.11 Let H:::; G and l= [G: H]. 

(i) If .A E k = H0(H, k), then normH,G(.A) = Al. 

(ii) If u, v E H*(H, k) are homogeneous, then I 
l(l-1) 

( ) ( 
I )deg u deg v --

norm G(u v) = normH G(u) normH G v -;-1 2 . 
H, I J 

(iii) If u, v E H(H) , then normH,G(u v) = normH,G(u) normH,G(v) . 

Proof (i) is obvious. (ii) and (iii) are very similar, so we will prove just (ii). 

Let P be a projective resolution of k with kH-modules, let (V, E) be a projective resolu­

tion of k with kG-modules, and let 

(} : p --+ p ®k p 1 cp : v --+ v ®k V 

be chain maps extending the identity map on k (cf. 3.1). 

Define 

by (p ® q ® u ® v)-r = p ®'u ® q ® v (-1)deg q deg u where p, q E Pl, u, v E V and q, u are 

homogeneous. Then -r is a G-map which is a chain map extending the identity. Now use (4.8) 

to define a chain map 11: : (P ®k P)l--+ pl ~k pl extending the identity by 

------"""""'~---------~-~~----~-~~----
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where X is a sign. Let 11: E E2l be the permutation corresponding to 11: . Then 11: can be writ-

ten as the product of l(l- 1)/2 transpositions of the form (n n + 1), each interchanging a pi 

and a qj . So if all the pi have the same degree, and all the qj have the same degree, then 

X= (-1)deg pl deg q1 £(£-1)/2 

by (4.8). 

Finally we claim that 11: is a G-map. By embedding G in El 1 H as in Lemma 4.1, this 

amounts to showing that 11: commutes with the action of El . This is a consequence of the fol-

lowing Lemma, whose proof we omit. 

Lemma Let crEEl and define a, fJ E E2l by 

a(2i -1) = 2cri- 1, a(2i) = 2cri 

fJ i = cr i, fJ(i + t) = cr i + e . 
If 11: E E2l is defined by 

11:(2i -1) = i I 11:(2i) = i + l 

then 11: a= {J11:. 

1 (1 :::; i :::; e) 

J 

Let r = deg u, s = deg v , and let f E HomkH(Pr, k), g E HomkH(P
5

, k) represent u, v 

respectively. Then 

represents u v E Hr+s(H, k), 

fJ(f®g)® ... ®fJ(f®g)®E=(fJl®cp)*(f®g® ... ®f®g®E®E)EHom ((Pl® V) k ') 
kG k lr+ls' r+s 

represents normH G(u v) E Hl(r+s)(G, k ), 
, r+s 

f® ... ® f® E E HomkG((Pl ®k V)lr, kr) 

represents normH,G(u), 
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represents normH,G(v), and 

(rl 0 cp)*('J\ 0 id)*T*(f® ... 0 f® E 0 g 0 ... 0 g 0 <) E Homk
0

((P' ®k V)lr+ls' k,+.) 

represents normH 
0

(uv) E Hl(r+s)(G, k ) . 
, r+s 

Therefore normH,G(u v) = normH,G(u) normH,G(v) unless both r and s are odd, in which 

I 
case they differ by a sign (-1)l(l-l)/2 . 

I 

4.12 Change of coset representatives Let H:::; G, let rEIN .:and suppose 

G =x1HCJ ... CJx~ =y1HCJ ... CJy~. 

Define 

N1 : H'(H, k)--'-' H''(G, k,) 

N
2

: H'(H, k)--+ H'l(G, k,) 

Then for u E H'(H, k), 

to be normH,G with rrpect to {x1, ... , xl} 

to benormH,G with respect to {yl''"' Yt}. 

where cr = 1 if r is even, and cr = sign of the permutation 

H in G. 

Proof Let 

.on the left cosets of 

P : ... --+ P 
1 

--+ P 
0 

--+ k --+ 0 be a projective resolution with kH-modules 

V : ... --+ V 
1 

--+ V 0 -S k--+ 0 be a projective resolution with kH-modules. 

Let Q(1) denote pl with kG-module structure with respect to {x
1

, ... , xl}, let Q(2) denote 

pl with kG-module with respect to {y
1
, ... , y,}, and let f E HomkH(P,, k) ·represent u. Then 

f ® ... ® f ® E E HomkG(Q(i) ®k V, k,) 

represents N/u) (i = 1, 2). Using ( 4.10) there is a chain isomorphism .p : Q(1) --+ Q(2) 

extending the identity: in the notation of (4.10) q 1/J = q w where wE Ell H and sign(w) = 

sign of the permutation xiH ,_. yiH . Clearly '1/J(f 0 ... 0 f) = (f 0 ... ® f)cr (use 4.10) and the 

result follows. 

------·-------- --- ----
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Remark If v E H(H), then similarly in the above N
1
(v) = N

2
(v). 

Lemma 4.13 Let 0 : G --+ H be a group homomorphism, let B :::; H, let A = B f1\ and let 

u E H"(B, k). Suppose u is homogeneous or u E H(B), and G : A = H : B . Then 

( *) • normA,G u 0 = (normB,Hu)£1 . 

Note Write G = x1A CJ ... CJ x~. Then the hypothesis implies H = (x
1
0)B CJ ... CJ (xjl)B and 

we have calculated normA,G with respect to {x
1
, ... , x,}, and normB,H with respect to 

{x
1
0, .. ,, xjl}. 

Proof Let P be a projective resolution of k with kB-modules, and let (V, <) be a projective 

resolution of k with kH-modules. We shall just consider the case u is homogeneous, so let 

u E H'(D, k) and let f E HomkH(P , k) represent u . Then f E Hom (P k) represents u 0* 
r kA r' ' 

where P is regarded as a kA-module via q a = q(a 0) for q E P and a E A . Also 

f ® ... ® f ® E E Homk (Pl ® V k ) represents norm u and 
H r k ' r B,H ' 

Homk0 (P: ®k V, k,) represents normA,G u O*. Regard the kH-module pl ® v 
r k as a 

kG-inodule via y g = y(g 0) l 
for y E P r ®k V and g E G . Then f 0 ... ® f 0 E E 

Homk0 (P! ®k V, k,) represents (normB,H u)O* with respect to this new kG-module structure 

on P! ®k V. Since the two kG-module structures on P! ®k V agree, we deduce normA,G(u O*) 

= (normB,H u)O* as required. 

Combining 4.12 and 4.13 we obtain 

Corollary 4.14 Let H <1 G , let 0 be an automorphism of G such that H 0 = H, and let 

u E H"(H, k) . 

(i) If u E H(H), then normH,G(u B*) = (normH,G u)£1*. 
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(ii) If u E H'(H, k), then normH,G(u O*) = (normH,G u)O*rr where rr = 1 if r is even and rr 

= sign of the permutation of 0 on the cosets of H in G if r is odd. 

Note: we use the same set of coset representatives of H in G to calculate normH,G u and 

* normH,G u () . 

Mackey Decomposition Let A, B ~ G, let M be a kA-module, and let x E G ·. We define 

Ax= x-
1
A x and Mx to be the kAx-module by M = M'[ ask-modules and action max 

= m a where ax = x -
1 

ax (so Mx ~ M ® x). If N is a kd-module, then N lB denotes the 

k~-module obtained by restricting the action to B . Then I 

M ®kA kG~ !9 MxJAx"B ®k[Ax"B)kB 
AxB 

where !9 means the sum is over a set of (A - B) double coset representatives (in the follow-
Ad . I 

I 
ing E and rf will likewise mean the sum and product oyer a set of (A- B) double coset 

AxB AxB ! 

representatives). There are similar formulae involving res, tr and norm . 

We have a homomorphism i : Ax ---+ A defined by c i = x c x - 1 ( c E Ax), hence a 
X X 

homomorphism i*: H*(A, k)---+ H*{AX, k) . For u E H*(A, k), we define ux = i*(u) . 
X X 

Lemma 4.15 

(i) resG B trA G(u) = E tr (res ux) . 
1 

' AxB AxnB
1
B Ax

1
AxnB 

(ii) Suppose u is homogeneous or u E H(A, k) . Then 

resG B normA G(u) = rf norm (res ux). 
1 1 AxB AxnB,B Ax

1
AxnB 

Remarks If k', k'' are kB-modules, then we have a well defined cup product 

Hi(B, k') ®k Hj(B, k")--> Hi+j(B, k' ®k k") 

where if f E HomkB(Pi, k'), g E HomkB(Pj' k") represent u, v, then f ® g E HomkB(Pi+j' 

---- - ---·-------------------------------, 
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k' ®k k") represents uv. This applies when u E H'(A, k) in (ii), with k' = k" = kr. Also 

when calculating norm A G and norm we must choose the coset representative "consist-
' AxnB,B 

ently", otherwise (ii) in the case u is homogeneous will be correct only np to sign (cf. 4.12); a 

consistent choice of coset representatives will appear in the proof. 

Proof Let P be a projective resolution of k with kG-modules, and let f E HomkA (P, k) 

represent u. If x E G, the map q >---+ q x-1 (q E P) is a kAx-module homomorphism from 

P lAx to P l A regarded as a kA x -module via ix . Clearly this is a chain map extending the 

identity on k , so x -
1
f E Hom (P, k) represents ux , and x - 1f = x - 1f x because x acts 

kAx 

trivially on k . Write 

G = A x1 B 1,) ••• 1,) A xr B 

x. x. 
B = (A In B)yil 1,) ••• I,)( A In B) yin. (i = 1, ... , r) . 

Then G =·"'·A xi yij. 
l.J 

I 

(!.) ( ) r ( n i 1( 1 ) ( xi) tr A,G u is represented by E E y~. £ f x. y .. and trC"B,B resC,C"B u is represented 
i=1 j=1 IJ I I IJ 

n. 1 1 . x. 
by E 1 y~.(£ f x.)y .. where C = A 1 

• 
j=1 IJ I I IJ 

(ii) We will just do the case u is homogeneous. Let (V, v) be a projective resolution of k 

with kG-modules and let t = G : A . Suppose u E H"(A, k) and f E HomkA (P
8

, k) represents 

u . Since (Vr, vr) is a projective resolution of kr ~ k with kG-modules, 

ft ® v' E HomkG(Pt ®k Vr)st' k
6

) represents normA,G(u), hence so does 

n1 n n
1 

n 

(f ® v) ® ... ® (f r ® v) E HomkG((P ®k W) ®k ... ®k (P r ®k W), \) . 

We calculate norm A,G with respect to the right transversal 

{ x1 y 11' ... ' x1 y 1 ; ... ; x y ' ... ' x y } . 
n1 r rnr r rnr 

~ n. ~ 

We need to show f 
1 

® v E HomkB(P 
1
®k W, k.) represents normC"B,B(resC,C"B u 1) where 
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~ ~ 

C = A I. By a similar argument to the first paragrap , f E HomkC(P \ k) represents 

x. x. 
u I E H5(A I' k) and the result follows. 

Consequences of Mackey decomposition 

Proposition 4.16 Let A <1 G, let x1, ... , xn be a transversa} for A in G, and let u E H(A) or 

n x. 
homogeneous in H*(A, k) . Then res A normA G u = 1-T u I. In particular if the x. centra~ 

G, , i=l 1 

lize A (i.e. a xi= xi a for all a E A and i ), then resG,A,normA,G u = un 

We shall use the notation N
0

(A) for the normalizer of A L G . 

I , 
Proposition4.17 Let A:o:;G with !AI =p,let r=N

0
(A):A,and let 0/uEH (A,k). 

I 

Then H2r(G, k) f 0. 

Proof Lemma 4.15 (ii) yields 

res0 A norm A 0 (1 + u) = 1-T norm x rl' es x x(1 + u)x 
' ' AxA AAA ,A A ,AAA 

I 

Since 

norm res (1 + u)x = 1 if A A Ax= 1 (use Lemma 4.11 (i)), 
AAAx,A Ax,AAAx 

= 1 + u if A A Ax= A, 

we see that 

res norm (1 + u) = (1 + u)' = 1 + ur + terms of intermediate degree. G,A A,G 

Thus if v is the homogeneous part of normA,G(l + u) of degree 2r, res
0

,Av = ur f 0, in 

particular H2r(G, k) f 0. 

For the rest of § 4, the following notation will be in force: C = lljpll (the cyclic group of order 

p), C = < c > , k = llfpll , N = normCxG , and we shall calculate N with respect to the coset 

representatives {1, c, ... , cP-1}. Note in this situation kr ~ k for all r E IN . Also to construct 
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N , we may assume that W is a projective resolution with kG-modules and then let G act tri­

vially on W (use Lemma 1.11). The next result is like the formula (x + y)P = xP + yP in a 

commutative ring of characteristic p . 

Lemma 4.18 If u, v E H(G) or Hr(G, k) for some rEIN, then N(u + v) = N(u) + N(v) . 

Proof Let 

P : ... ---> P 1 ---> P 0 ---> k ---> 0 be a projective resolution with kG-modules 

W: ... ---> W1 --> W0 ---> k ..S 0 be a projective resolutionwith kG-modules. 

Let 0, <p E Homk0 (P, k) represent u, v respectively. Then N(u + v)- N(u)- N(v) is repre­

sented by (0 + tp)P ® E- ()P ® E- ~ ® E E Homk[CxG](pP ®k W, k) . This is a sum of elements 

of the form 

7/J = 7/Jl ® ... ® 7/Jp ® E + 'I/J2 ® ... ® 7/Jp ® 7/Jl ® E + ... + 7/Jp ® 7/Jl ® ... ® 7/Jp-1 ® E 

where .,Pi= 0 or <p (i = 1, ... , p) . Since o 0 = o <p = o E = 0 (where o is the coboundary 

map), o('¢1 ® ... ® 7/JP ®E) = 0 so '¢1 ® ... ® 7/JP ® E represents an element x E H(C x G) or 

Hpr(C x G, k) . Let 1: pP ®k W---> pP ®k W denote "multiplication by c" (i.e. (p
1 

® ... ® pp 

® w)'l' = (p1 ® ... ® pp)c ® w). Then 1 is a k[C x G]-map extending the identity (because c is 

central in C x G), so 1 o ( '¢1 ® ... ® 7/JP ®E) also represents x E H(C x G) or Hpr(C x G, k) . 

But 1 o ( .,p1 ® ... ® 7/J ® E) = '¢2 ® .,p3 ® ... ® 7/J ® '¢1 ® E ,hence '¢
2 

® .,p
3 

® ... ® 7/J ® '¢
1 p ' p p 

represents x E H(C x G) or Hpr(C x G, k) and we deduce that '¢ represents p x = 0 . 

Therefore N(u + v)- N(u)- N(.v) = 0 and the result follows. 

Lemma 4.19 Let u E H*(G, k) be homogeneous. If p f 2 , then fJ N(u) = 0 . 

Proof Let P be a projective resolution of 7I with 7IG-modules, and let (W, E) be a projec­

tive resolution of 7I with 7IC-modules. Let f E Hom71G(Pr, k) represent u where r = deg u. 

Then N(u) is represented by 

f ® ... ® f ® E E Homll[CxG]((PP ®ll W)pr' k) . 

Lift f to a 7IG-map h : P r---> 7Ijp27I, and E to a 7IC-map v: W 
0

---> 7Ifp27I . Then 
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h ® ... ® h ® v .E Homll[CxGj((PP ®ll W)pr' 7ljp27l) 

lifts f ® ... ® f ® E (not~ we have used p I 2 here :if I p = 2, then h ® h commutes with the 

action of c only up to .sign). Let 1 : pP ®ll W--+ pP ill W denote "multiplication by c" and 

let a denote the boundary map (on P or pP ®ll W). 'li'hen (a o h) ® h ® ... ® h ® v represents 

an element x E Hpr+I(C x G, k), a o (h ® h ® ... ® h ®!v) represents fJ u E Hpr+l(c x G, k), 

<Ytd 

a 0 (h ® ... ® h ® v) = (1 +"(+ ... +,-I~ 0 ((a 0 h) 0 ... ® h ® v)) 

(where care is needed over the sign when r is odd). j 

As in the proof of Lemma 4.18, "( 0 ((a 0 h) ® ... ® h ® v)) also represents X ) hence fJ u = p X 

= 0 as required. 

4.20 Remarks If u E H(G) and p /2 , then fJ N(u) = . When p = 2 , let fJ' be the Bock­

stein (i.e. connecting homomorphism- see Corollary 1.13) associated to 

0--+ 7lj27l--+ 7l/47l--+ Uj~ll--+ 0 

where the action of c on 7lj47l is multiplication by -1 i Thus G acts trivially on 7l/27l and 

ll/47l , c acts trivially on 7lj27l, and we have a long exact I sequence 

... --+ Hn(C x G , 7l/47l) --+ Hn(C x G , ll/2~) fL. Hn+\c x G , 7l/27l) --+ 

Hn+I(c x G , 7l/47l)--+ ... . 

As with the ordinary Bockstein map, we use Remark 1.19 (iii) to define 

fJ' : Hn(C x G , k) --+ Hn(C ~ G , k) for an arbitrary field k of characteristic two. Then 

fJ' N(u) = 0 if u E H*(G, k) is homogeneous of odd degree, while fJ N(u) = 0 if u E H(G) 

by a similar argument to that of Lemma 4.19. Also fJ' : H2n(C, k)--+ H2n+I(C, k) is an iso­

morphism and fJ' : H
2
n+I(C, k)--+ H2n+2(C, k) is the zero map V n E IN; this can be seen by 

using induction on n and the long exact sequence of Corollary 1.13 (i). 

Recall from Proposition 1.20 that I i 
H (C, k) ~ Hom(lljpll , lljpll) naturally, so let 

wE HI(C, k) correspond to the identity endomorphism of llfpll. For l E IN define 

w21 = (fJ wl, w2l+I = (fJ w)1w. 
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(Thus if p = 2, w1 = w
1 

by 3.6; also fJ' w2l = w2l+I , {3' w2l+I = 0) . Let 

... --+ v2 k C--+ VI k C--+ v
0 

k C--+ k--+ 0 

be a free resolution such that for l E IN 

p-I) v0 ,___. 1, v2l+I ,___. v2l(c -1), v2l+2 ,__. v2l+I(1 + c + ... + c . 

For i E IN, let x. E Hi(C, k) be represented by fi E HomkC(vi k C, k) defined by 
I 

Then we have 

Lemma w. = x. for all i E IN . 
--.- I I 

Proof We shall use the notation of 3.6, so we have exact sequences 

o --+ g --+ kC --S k --+ 0 

0 --+ k --+ kC ~ g --+ 0 

v. f.= 1. 
I I 

where 1t = 1 and 1v = g- 1 . Also "(: Hn(C, k)--+ Hn+I(C, g) and 6: Hn(C, g)--+ 

Hn+I(G, k) are the corresponding connecting homomorphisms. For i E IN, let yi E Hi(G, k) be 

represented by the element hi E HomkC(vi k C, g ) defined by vi hi= g- 1 . Then by defini­

tion of 1 and 6 (see Lemma 1.12), a straightforward calculation shows that "(xi = Yi+l and 

6 yi = xi+l' hence 6 'Y xi = xi+2 for all i E IN . Also x
0 

= 1 and the description of the Bock­

stein map given in 1.22 shows that x2 = w2 . Therefore for i E IN, 

wi+2 = x2 wi = (6 "fXo)wi 

= 6 1 (x0 w) by Lemma 3.5 (iii) 

= 6 "(Wi. 

Since w 0 = x0 and w I = xi , an easy induction argument completes the proof. 

. By the Kiinneth formula (Theorem 3.4) 

H*(c • G, k) ~ H*(c, k) 0k H*(G, k) , 

so for q E IN and u E Hq(G, k) we can write N(u) = E w
1 

® Dl u for some maps Dl: Hq(G, k) 

--+ Hpq-l( G, k) . The Steenrod operations are closely related to these maps D 
1 

. First we 
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obtain some properties of the D t's . 

Lemma 4.21 If r, l E IN and u, v E H(G) or Hr(G), thl en Diu+ v) =Diu)+ Dk). 

Proof We have 

Ew1 ®Diu+v) =N(u+v) i 
I 

= N(u) + N(v) by Lemma 4:18, 

= Ew1 0 (D1 u + D1 v) 

orul tho =lit follow• hy oompMi"'< tho <OOffici~t of wj. 

Lemma 4.22 Let l, r, s E IN, let u E Hr(G, k) and let lv E H8 (G, k) . 

If p = 2 then 

D1(u v) = E D. u D. v, 
i+j=l 1 I J 

while if p > 2 and E = (p -l)r s/2 , then 

D21(u v) = (-l)E. ~ D2\ u D2j v. 
1+J=l i 

Proof We will assume that p > 2 , since the proof for the case p = 2 is very similar. Then 

Ew1®Diuv) =N(uv) 

= (-l)E NuN v by Lemma 4.11 (ii) 

=(-l)E E(w.®D.u)(w.®D.v). 
• • 1 1 J J 
1,] 

By definition of the wi and 3.6, if i and j are odd then wi wj = 0 , while if i or is even, 

then wi wj = wi+j. The· result follows by taking the coefficient of w2l. 

Lemma 4.23 Let l E IN and let u E H*(G, k) . 

(i) Suppose p is odd and u is homogeneous. Then 

{3D2L+2 u = -D2H 1 u ,{3D2Hl u:= 0, {3D
0 

u = 0. 
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(ii) Suppose p = 2 . Then f3 D2l+l u = D2l u , f3 D21 u = 0 if u is homogeneous of odd de­

gree, while {3 D2H 2 u = -D21~1 u, f3 D2Hl u = 0, f3 D0 u = 0 if u E H(G) . 

Proof (i) Since f3 Nu = 0 by Lemma 4.19, application of Lemma 3.5 (v) yields 

0={3 E wl®D1 u= E (f3wl®Dlu+(-1)1wl®f3Dlu). 
lEIN lEIN 

Equating the coefficients of w L+ 
1 

shows that f3 D 
0 

u = 0 and 

{3w1 ®D1 u+(-l)L+1 wt+ 1 ®{3DH
1
u=O VlEIN. 

But f3 w21 = 0 , f3 w2Hl = w2H 2 V l E IN by Lemma 3.5 (v) again and the result follows. 

(ii) If u has even degree then the proof proceeds exactly as in (i), so assume that u has odd 

degree. The proof of Lemma 3.5 (v) shows that 

f3'(x y) = f3'(x)y + xf3'(y) 

V homogeneous x, y E H*(C x G, k) . Using {3' N(u) = 0 (see 4.20) 

0 = {3' E w 0 D u 
lEIN l t 

= E (f3'wt®Dlu+wl®f3'Dtu) 
lEIN 

= E (f3'w1 ®Dlu+wl®f3Dlu) 
lEIN 

because {3'(1 0 v) = {3(1 0 v) for v E H*(G, k), so equating coefficients of wl+l yields 

But {3' w21 = w2l+l and {3' w2l+l = 0 (see 4.20) from which the result follows . 

Lemma 4.24 ILr.E IN! and u E Hr(G, k), then D
0 

u =uP. 

Proof Since resCxG G N u = E res wl 0 Dl u, we see that resCxG,G N u = D
0 

u. The 
' lEIN CxG · 

result follows from Proposition 4.16. 
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Lemma 4.25 Let r, l E IN and let u E Hr(G, k). Then 

(i) If r is even, D l u = 0 unless l = 2m (p - 1) or 2m(p - 1) - 1 for some m E IN . 

(ii) If r is odd, Dl u = 0 unless l =(2m+ 1)(p 1) or (2m+ 1)(p -1) -1 for some· 

mE IN. 

Proof The lemma is vacuous if p = 2 , so we may ~ssume that p > 2 . Let A be the 

subgroup of index two in Aut C and let u E Aut C . T~en u is an even permutation on C if 

and only if u E A . Let u1 be the automorphism of C x p which is u on C and the identity 

on G . Then Corollary 4.14 (ii) shows that (Nu)u~rr Jj Nu where rr = 1 if r is even or 

u E A, and rr = -1 if r is odd and u f! A . 

Now Aut C induces automorphisms on H*(C, k) an we have 

Aut C fixes wl ~ l = 2m(p -1) or 2m(p t 1) -1 for some mE IN, 

I 
A fixes wl and Aut C does not ~ l = (2m + 1)(p- 1) or (2m + 1)(p- 1) -1 for some 

mE IN: 

this can be seen using Proposition 1.20 and 3.6. Note that Aut C fixes w l means that 

u*wl = wl VuE Aut C, while A fixes wl and Aut C does not means that u*wl = E wl 

where E is the sign of the permutation u on C . The result now follows by using 

(Nu)u~rr = Nu from above. 

Lemma 4.26 Let (}: H -> G be a homomorphism, let u E H*(H, k) be homogeneous and let 

lE IN. Then Diu B*) = (Dlu)O*. 

Proof Apply Lemma 4.13 with G = C x H and H = C x G. 

·-~--~~------~-··----------j 
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Lemma 4.27 Let r E IP and let u E H'( G, k) . Then 

(i) D lu = 0 if l > (p - 1 )r , 

D(p-1)ru = aru 

where ar E k and is independent of G and u . 

(ii) The exact value of a is 
r 

(~)! r.( _1 )(p-1)r(r+l)/4 
if p f 2' 

if p = 2 

To establish this, we use the following topological theorem of [D.M. Kan and W.P. Thurston, 

"Every connected space has the homology of a K(11:, 1)", Topology 15 (1976), 253-258]. 

Theorem 4.28 For every path connected space X , there exists a space TX and a map 

t : TX --+ X , natural for maps of X , such that 

(i) t*: H*(x, k)--+ H*(TX, k) is an isomorphism. 

(ii) 11:i(TX) = 0 if i i 1, and t*: 11:
1
(TX)--+ 11:

1
(X) is onto. 

A proof of this is given in [C.R.F Maunder, "A short proof of a theorem of Kan and Thurston", 

Bull. London Math. Soc. 13 (1981), 325-327]. 

Now let X be a K(G, 1), so X is a connected CW:.:.Complex with 11:;(X) = G and 

11:i(X) = 0 for i > 1 , and let Y be the r skeleton of X . Thus H'(G, k) ~ H*(X, k). If 

H = 11:1(TY), then Theorem 4.28 shows that Hi(H, k) = 0 for i > r , and there exists a 

homomorphism (} : H --+ G such that 

(}*: Hi(G, k)--+ Hi(H, k) 

is an isomorphism for i < r , and a monomorphism for i = r (note that even if G is finite, H 

may be infinite.). Let v E Hr(TY, k) correspond to uB* and write w = v(t*)~1 E Hr(Y, k). 

Let Y 1 denote the ( r - 1 )-skeleton of Y , let 11 : Y --+ Y /Y 
1 

denote the natural 
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surjection, and let 1r*: Hr(Y/Y1, k)---> H"{Y, k) denote the homomorphism induced by 1r. 

Then we have an exact sequence . 

... ---. Hr-l(Y1, k)---. Hr(Y/Y1, k) 1 Hr(Y, k)---> 0 

because Hr(Y1, k) = 0 , so we can choose f E Hr(Y/'f1, k) such that 1r*(f) = w . Let 
I 

{eel I cx E ..-6} denote the r-cells of Y/Y
1 

,let Sr denot~ an r-sphere with basepoint b, and 

for each cx E v6 let S~ denote an r-sphere with base point ba. Since Hr(Y/Y1, k) can be 

identified with Hom(Cr(Y/Y1), k) where Cr denotes t~e rth cellular chain group, we can 

i 
view f as an element of Hom(Cr(Y/Y

1
), k). Furtherm?re C (Y/Y

1
) = m (iCl)* C (S~) 

where 

I r ClE v6 r 

(icx)*: C.(S~)---> Cr(Y/Ylll) 

denotes the homomorphism induced by i . For cx E v6 le z be a generator for Cr(S~) ~ 71, 
(l j (l 

and let z be a generator fo"r Cr(Sr) . Also choose maps 'O:: S~ -----4 sr such that vcx.(b~) = b 

and (v ) (z ) = f((i ) z )z. Then the v induce a rna~ v: Y/Y
1

---> sr such that vi = 
cx*cx cx*cx o. 1 cx 

vcx (maps written on left). Define x E liom(C.(Sr), k) by :x(z) = 1 , and 

v*: Hom(C (Sr), k)---. Hom(C (Y/Y
1
), k) 

r r 

to be the map induced by v . Then 

(v*(x)) ((iCl)* zCl) = x(v* (iCl* zCl)) = x (vel* zCl) = x( f(iCl* zCl)z) = f((iCl)* zCl) 

so v*(x) = f, hence ( v 1r)*(x) = w . Since we can identify Hom(Cr(Sr), k) with Hr(sr, k), 

this means there exists tp: Y---> Sr such that tp*(x) = w . 

Write F = 1r1(T Sr). Then Hi(F, k) = Hi(T S", k) = Hi(S", k). Also tp yields by naturality 

a map t tp : .TY ---> .T S", hence it induces a map '1f! : H = 1r1 (TY) ---> 1r1 (T Sr) = F . If 

y E Hr(F, k) corresponds to t*x E H'(T S", k), then y '1f!* corresponds to 

(t tp)*t*x = t*tp*x = t*w = v 
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and we see that y '1f!* = u o* . Using Lemma 4.26 we have a commutative diagram 

H'(G, k) ~ H'(H, k) ..!1!_ H'(F, k) 

1 Dl 1 Dl 1 Dl 

Hpr-l(G, k) ~ Hpr-l(H, k) ..!1!_ Hpr-l(F, k) 

Since Hi(F, k) = 0 for i 'f 0, r and H'(F, k) ~ k, we see that Dl y = 0 when l > (p -1)r 

and D(p-l)ry = a,y for some a, E k ; of course a, does not depend on G or u . Examination 

of the commutative diagram now yields (i). 

To prove (ii), we can choose G to suit our needs best, so we begin with G = 7Ijp71 . If 

r = 2 , then (i) and Lemma 4.25 (i) show that D lu = 0 unless l = 0, 2(p -1) or 2(p -1)-1 . 

2 
Since fJ is zero on H (G, k) by 3.6, we see that D

2
(p·-l)-l u = 0 by Lemma 4.23. Thus we 

can write 

N(u) = w
0 

0 uP+ a
2 

w
2
P_

2 
0 u .. 

Let g be a generator for G and identify H\G, k) with Hom(G, k) (Proposition 1.20). 

Define g E H1(G, k) by g(g) = 1 and let u = fJ g . Using Corollary 4.14 with H = G , 

G = C x G and 0 the automorphism of C x G which is the identity on G and sends (c, 1) 

to (c, g), we deduce that N(u)iJ* = N(u) . It is not difficult to see that (w0 0 u)o* = w
0 

0 ~ + 

w
2 

0 1 and (w
2 

0 1)0* = w
2 

0 1, so we have 

w0 0uP + a2 w2p-2 0u = (w0 0u + w
2 

0 1)P + a
2 

w
2
P_

2
0u+ a

2 
w

2
P 01 

= w0 0 uP+ w2P 0 1 + a
2 

w
2
P_

2 
0 u + a

2 
w

2
P 0 1, 

hence a
2 

= -1 and N(u) = w0 0 uP- w
2
P_

2 
0 u. 

Lemma 4.11 now shows that for s E IP , 

N(u") =(w0 0uP-w
2
P_

2
0u)" 

= (-1)" w2s(p-l) 0 u" +terms of the form w
8

, 0 u' where s' < 2s(p-1) (1) 

and we conclude that a28 = (-1)" . From elementary number theory, [~] !2 

= -(-1)(p-l)/2 (p odd) and so (ii) is proven for even r. 
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Now let us suppose r is odd. If r = 1 , then (i) and Lemma 4.25 (ii) show that 

N(u) = >. wp-2 ®flu+ a1 wp-1 ® u (2) 

for some >. E k. 

Using (1) and Lemma 4.11, we see that for s E 1P, 
I 

N(u
2
"+

1
) = a1(-1)" w(

2
s+l)(p-1) ® u +terms of the form 

where s' < (2s+l)(p-1) and we deduce that a2s+l = a1(-1)". 

Let us now choose G and u1, u2 E H1(G, k) such tfat u1 u2 f. 0 . Then (2) and Lemma 

4.11 (ii) show that ai = a
2
(-1)p(p-1)/2 , and it follows thrt a1 = ± [~)I (-1)(p-1)/2 for 

p odd (because [ ~] ~ 2 = -(-1)(p-1)/2 and a2 =1-1) and a1 = 1 f~r p = 2 . The 

+ sign yields the result. A proof that the + sign hold~ is given in VII § 5 of [Cohomology 

Operations by N.E. Steenrod, written by D.B.A Epsteln, Annals of Math. Studies no. 50, 
I 

Princeton Univ. Press 1962], and we assume this. Unfort~nately there does not seem to be an 

easy way to establish this. Alternatively one could use a: different set of coset representatives 

(i.e. {c, 1, c2
, .~ .• cP-1}) if necessary when calculating N which in view of Lemma 4.12 would 

give the correct result. 
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5. Steenrod Operations In this section k = 71/pll. For i, rEIN and u E H'(G, k), define 

(p = 2) 

Piu = (-1)i+(p-1)r(r+1)/4 [ICJ-_] ~-rD . U (p f2) 
2 . (r-2•)(p-1) 

(where D.= 0 for 
J 

j < 0) . The Sqi and pi are called the Steenrod operations. We use the 

results of section 4 to obtain 

Theorem 5.1 

(i) Sqi: H'(G, k)---> Hr+i(G, k) is a natural homomorphism. 

(ii) Sq0 = 1 . 

(iii) Sq'u = u2 
. 

(iv) Sqiu = 0 unless 0 :::; i :::; r . 

(v) Sql(u v) = E Sqi u Sqi v . 
i+j=l 

(vi) Sq2i+1 = fJ Sq2i and Sq1 = fJ. 

Theorem 5.2 

(i) Pi: H'(G, k)---> H'+2i(p-1)(G, k) is a natural homomorphism. 

(ii) P0 = 1 

(iii) If r is even, say r = 2q, then Pqu =uP . 

(iv) Piu = 0 unless 0 :::; 2i :::; r . 

(v) Pl(u v) = E Pin piy . 
i+j=l 

Proof of Theorems 5.1 and 5.2 In both Theorems, use Lemmas 4.21 and 4.26 for (i), Lemma 

4.27 for (ii), Lemma 4.24 for (iii), Lemma 4.27 (i) for (iv) and Lemma 4.22 for (v). Finally use 

Lemma 4.23 (ii) for Theorem 5.1 (vi). 
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The Steenrod operations also satisfy the Adem relations of Theorems 5.3 and 5.4 below. To 

state these theorems, we let [x) denote the greatest in eger s; x , and the binomial coefficients 

are taken modulo p . 

Theorem 5.3 If a, b E IP and a < 2b, then 

[a/2] (b 1 -~ . . . Sqa Sqb = E - .- J Sqa+b-J Sql . 
i= o a- 2J 

Theorem 5.4 Let a, b E IN . If a < pb, then 

pa pb = [afpJ. {-ItH [{p -l){b- t)-1] a~-b-t .t. 
. t=O .. a - pt P . P 

If a s;_ b , then 

pa {3 pb [afp] {-l)a+t [{p -l){b- t)J f.l! .a+b-t t 
a-·pt ~-'1P P 

t~O i 
i 

[(a-1)/p] [{ ·){ ! ) + E {-ly>+t-1 p -1 b--: t ,-1] a+b~t f.l . t 
t=O a- pt -:..1 p ~-' P · 

The Adem relations are proved by obtaining further pro~etties of the norm map: 

m n 
Lemma 5.5 Let H s; E" s; G and write E = ~J x. H , G = i!J. y: E . Suppose the kE-module 

i=1 I i=f I 

km (as defined.in the Evens norm map) is isomorphic to k. If rEIN and ucE Hr(G, k0;then· 

where. we· have calculated normH;E , normE,G and normH;G with respect to {x
1
, ... , xm}, 

{y1, ... , Y} and {y1 x1, ... ,.y1 x , y2 x·1, ... ,.y x. 
1
,.y x }. respectively. 

, n - m. n m- - n m 

We omit" the easy poof. 

Lemma 5.6 Let B be the automorphism of G x G defined by (h, g)O = (g, h), let r, s E IN, 

and let u E Hr(G, k), v E H"(G, k). Then by Theorem 3.4 we may view u ® v E Hr+s(G x G, k) 

and we have (u ® v)B* = (-IY" v ® u. 

~~~---~----~---------~~-------~~~~-----
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The proof of this is very similar to Lemma 3.2: we omit the details. 

Now let B = C = llfpll, and define v. E Hi(B, k), w. E Hi{C, k) in the same way as the w.
1 I I 

in Section 4. Let b and c be generators for B and C respectively. By the Kiinneth formula 

{Theorem 3.4) 

H*(B x c x G, k) ~ H*(B, k) ®k H*{c, k) ®k H*(a, k), 

so for q E IN and u E Hq(G, k), we can imitate Section 4 and write 

2 .. 
for some maps D .. : Hq{G, k)--> HP q-I-J(G, k), where we have calculated norm with respect IJ 

to {1, c, ... , cp-\ b, .be, ... , bP-1 cP-2
, bp-1 cP-1} {this choice of coset representatives is to con­

form with Lemma 5.5: see the proof of Theorem 5.3). We now have 

Lemma 5.7 If u E Hq(G, k), then 

D .. u = D .. u. (-1/j+p(p-1)q;2. 
IJ Jl 

Proof Define an automorphism B of B x C x G by (b', c5
, g)B = (c", br, g). Then Lemma 

4.13 shows 

normG,BxCxG u O* = {normG,BxCxG u)O*cr 

where cr = 1 if q is even, and cr = sign of the permutation of 0 on B x C if q is odd, i.e. 

{-I)P(P-1)/2. Therefore' 

- E ( )B* ( )p(p-1)q/2 normG,BxCxG u- .. vi ® wj ® Dij u . -1 
• 1 tJ 

= E (v. ® w.)lJ* ®D .. u. {-1)P(p-1)q/2 
.. I J IJ I,J 

Now use Lemma 5.6. 

Lemma 5.8 Let r E IN and let u E Hr(G, k). 

(i) If p = 2 , then normG C G u = E w . ® Sq1 u . 
, x . r-1 

I 
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(ii) If p > 2, then (-1)(p-1)r(r+1l/4 [~]I' . = 2 normG,CxG 

~ (-1)i (w(r-2i)(p-1)0 pi u- w(r-2i)(p-1)-1 0 {)pi u). 

Proof (i) This follows immediately from the definition of Sqi. 

(ii) By definition normG,CxG u = ~ wl 0 Dl u. But Dl u = 0 unless l = (r- 2i}(p -1) or (r 

- 2i)(p -1)-1 for some i E U. by Lemma 4.25, and 

D(r-2i)(p-1)-1 u = -{) D(r-2i)(p-1) u 

by Lemma 4.23(i). The result follows from the definition of Pi. 
! 

The Adem relations are no more than interpretingiLemma 5.7 (correctly!) in terms of the 

Steenrod operations. However this is not easy and we shall only deal with the· case p = 2 ; the 
i 

case p > 2 is similar but more complicated. 

Assume that p = 2. Let x = v1 0 1 and y = 1 0 ~1 . Note that normC,HxC w
1 

= x y + i by Lemmas 4.2_4 and 4.27. If u E H'(G, k), then 

= normG,BxCxG u 

= normCxG,BxCxG normG,CxG u 

- E r-j S j 
- normCxG,BxCxG . "'w1 ° q_ u 

JE"' 

- E r-j S j 
- · iu normCxG,BxCxG w1 ° q u 

JE"' 

i 
E v.0w.0D .. u 

i ,j I J IJ 

= E ( x y + y
2
)'-j 0 1 normC G B C G-1 0 Sqj u 

jEIN X • X X 

by definition 

by Lemma5.5 

by Lemma 5.8 (i) 

by Lemma.4.18 

by Lemma 4.11 and Corollary 
4.14 

by Lemma 5.8 (i) and Corollary 
4.14 

(1) 
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By Lemma 5.7 this expression is symmetric in x and y , and the resulting equality is the 

Adem relations. However the combinatorics involved to get it in the form of Theorem 5.3 is 

difficult. We shall follow the treatment of (S.R. Bullett and I.G. Macdonald, On the Adem rela­

tions, Topology 21 (1982), 329-332]. 

Let k(s, t) denote the field of fractions of the polynomial ring k[s, t] in the indeterminants 

s and t . Let F( t) denote the formal power series 

E ti Sqi. 
iEIN 

One can view F(t) as an element of k(t)[[Sq0, Sq\ ... ]], the power series ring in the non­

commuting variables Sqi quotiented out by all the relations satisfied by the Sqi. Similarly one 

can view expression (1) as an element of k(x, y)[[Sq0, Sq1, ... ]]. 

We rewrite expression ( 1) as 

xr y'(x + y)' E x-i(y + x-1 i)-j 0 Sqi Sqj u = xr y'(x + y)' F(x-1) F((y + x-1 i)-1)u. 
i ,j 

Since this is symmetric in x and y , we see that F(x - 1)F((y + x - 1 ?)-1)u 

= F(y - 1)F((x + y - 1 x2)-1)u Vr and Vu, hence F(x - 1)F((y + x - 1 i)-1) 

= F(y - 1)F((x + y - 1 x2)-1). If we perform the endomorphism 

x ,__.. x - 1(x + y)-\ y ,__.. y-1(x + y)-1 

of k(x, y), then y + x - 1 y2
--> y - 2 and we deduce that 

F(x(x + y))F(i) = F(y(x + y))F(x2). 

Setting y = 1 yields F(x(x+ 1))F(l) = F(x + 1)F(x2). Equating the terms which increase the 

cohomological degree by n (in other words the terms involving Sqa Sqb where a + b = n) 

yields 

E (x2 + xt Sqa Sqb = E (x + 1t-j x2j Sqn-j Sqj. 
a+b=n j=O 

Now Sqa Sqb is the coefficient of (x2 + x)-1 in 

(x2 + x)-a-1 E (x + lt-j x2j Sqn-j Sqj, 
j=O 
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which is the same as the coefficient of x -l in 
a+b b '1 2' 1 L • ' E (x + 1) -.r- x .r-a- Sqa+u--J Sq3• 

i=O 

b a+b [b - ' - 1] b · ' 
Therefore Sqa Sq = j:O a~ 2j Sqa+ -J Sq3• This is! Theorem 5.3: note that 

ori-j<O. 

---~~~~[ 

I 

[~)=oif 

«---~ -~ ~~·----·-·---~-~ -~ ----· 
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6. Further Reading The classic books [5], [8] and [9] are recommended for nonrecent work on 

homological algebra. Presently the best account of the cohomology of finite groups is [2]; this is 

very comprehensive and up-to-date, and is an outgrowth of [1] (though [2] does not completely 

supercede [1]). Less comprehensive, though more detailed, is [6]. The classic work [11] remains 

an excellent exposition of the Steenrod operations. For the important topic of spectral 

sequences, not covered in these notes, [10] is recommended. The books [3], [4] and [7] contain 

much valuable information and are similar in spirit to these notes, but with the emphasis on 

infinite groups. 
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