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Polar Decreasing Monomial-Cartesian Codes
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Abstract—In this paper, we introduce a new family of polar
codes from evaluation codes, called polar decreasing monomial-
Cartesian codes, and prove that families of polar codes with
multiple kernels over certain symmetric channels can be viewed
as polar decreasing monomial-Cartesian codes. This offers a
unified treatment for such codes over any finite field. We
define decreasing monomial-Cartesian codes as evaluation codes
obtained from a set of monomials closed under divisibility over
a Cartesian product and determine their parameters (length,
dimension, and minimum distance). We show that the dual of
a decreasing monomial-Cartesian code is monomially equiva-
lent to a decreasing monomial-Cartesian code. Polar decreasing
monomial-Cartesian codes are then obtained by utilizing decreas-
ing monomial-Cartesian codes whose sets of monomials are closed
with respect to a partial order. We prove that any sequence
of invertible matrices over an arbitrary field satisfying certain
conditions polarizes any channel that is symmetric over the field.

Index Terms—Cartesian codes, monomial codes, monomial-
Cartesian codes, decreasing codes, polar codes. 2010 Mathematics
Subject Classification. Primary 11T71; Secondary 14G50.

I. INTRODUCTION

POLAR codes, introduced in 2009 in the seminal paper [1]
by Arikan, are the first class of provably capacity achiev-

ing codes for symmetric binary-input memoryless channels
with explicit construction as well as efficient encoding and
decoding. This breakthrough generated a flurry of activity
on polar codes, as described below. Polar codes are now
attracting increased attention as they are adopted in the 5th
generation wireless systems (5G) standardization process of
the 3rd generation partnership project (3GPP); for an overview,
see for instance, [2], [5].

Originally, polar codes were constructed with Arikan’s
kernel, which is given by

GA =

[
1 0
1 1

]
.

The kernel is used to create N synthetic channels from N
copies of the channel in a recursive fashion, so that some of
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the new channels have enhanced reliability while others are
inferior. In the limit, as N →∞, each channel becomes either
noiseless or pure noise, which is the so-called polarization
phenomenon. For an (N,K) polar code, communication takes
places over the K most reliable channels, taking the corre-
sponding codeword coordinates to be part of the information
set while the remaining positions are frozen bits and not used
to transfer information.

Polar codes were generalized to arbitrary discrete memory-
less channels by Şaşoğlu, Telatar and Arikan [23], and Korada,
Şaşoğlu, and Urbanke considered larger binary matrices as ker-
nels and considered the speed of polarization by introducing a
quantity called the exponent [11]. Polarization over nonbinary
alphabets was studied by Şaşoğlu [22] as were polar codes over
arbitrary finite fields by Mori and Tanaka [20] (see also [18]
and [19]). Tal and Vardy pushed forward the applicability of
polar codes with their introduction of a successive-cancellation
list decoder [25] (see also [24]) and efficient constructions
[25].

The relation between polar codes and Reed-Solomon codes
is well-known. The original definition given by Arikan uses a
Reed-Solomon kernel derived from a binary alphabet. Reed-
Solomon kernels over large alphabets were also studied to
construct polar codes in [20], with the original construction
of using just one kernel for the whole polar code. In this
paper, we consider multikernel polar codes, where the kernel is
formed using submatrices from Reed-Solomon kernels. This
construction forms a family that is more general than polar
codes with Reed-Solomon kernels. The primary motivation
for the multikernel polarization process is the construction of
polar codes of different lengths, other than N = ln. Different
techniques, such as puncturing or shortening the original
polar code, have been employed to achieve this but with
some disadvantages as augmenting the decoding complexity
[21], [31], [32]. Multikernel polar codes over the binary field
were considered in [4] and [9] where the authors give some
conditions for a sequence of matrices to polarize a channel.
Here, we consider codes over arbitrary fields. The paper is
organized as follows.

In Section II, we recover the definition of multikernel
polarization given in [9] with a slight difference, as well as
define it for matrices and channels over non-binary fields.
Taking the ideas of [20], we focus on channels with a certain
symmetry to describe when a sequence of square invertible
matrices polarizes. This yields conditions which are easier to
check than those given in [4] for binary polar codes. Later in
the paper, we delve into this setting to obtain polar decreasing
monomial-Cartesian codes which arise from evaluation codes
defined by monomials over finite fields (of any characteristic).

Section III introduces decreasing monomial-Cartesian codes
and contains our main results. Decreasing monomial-Cartesian
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codes are a particular class of evaluation codes which gen-
eralize Reed-Solmon, Reed-Muller codes, and the family of
decreasing monomial codes considered in [3]. Evaluation
codes form an important family of error-correcting codes, in-
cluding Cartesian codes, algebraic geometry codes, and many
variants finely tuned for specific applications, such as LCD
codes, quantum codes, and locally recoverable codes [14].
Theorem 3.3 shows that the dual of a decreasing monomial-
Cartesian codes is equivalent to a decreasing monomial-
Cartesian codes. This result is stated as follows.
Theorem 3.3 The dual of the code C(S,M) is monomially
equivalent to a decreasing monomial-Cartesian code. In fact,
C(S,M)⊥ =

SpanK

({
ResS

xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

})
.

Moreover,

∆ :=

{
ResS

xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

}
is a basis for C(S,M)⊥.

Theorem 3.9 gives an explicit expression for the basic
parameters of a decreasing monomial-Cartesian code: the
length, the dimension and the minimum distance. This result
is stated as follows.
Theorem 3.9 Let C(S,M) be a decreasing monomial-
Cartesian code.
(i) The length of C(S,M) is given by

∏m
i=1 ni.

(ii) The dimension of the code C(S,M) is

|B(M)|∑
i=1

(−1)i−1
∑
T∈Pi

m∏
j=1

(tj + 1)

 ,

where Pi j B(M) are those subsets with |Pi| = i and
(t1, . . . , tm) is the exponent of gcdT .

(iii) The minimum distance of C(S,M) is given by

min

{
m∏
i=1

(ni − ai) : xa11 · · ·xamm ∈ B(M)

}
.

In Section IV, we consider polar codes whose kernels are
decreasing monomial-Cartesian codes, calling these polar de-
creasing monomial-Cartesian codes. In [3], the authors proved
that polar codes constructed from GA are polar decreasing
monomial-Cartesian codes over the binary field. We extend
this result to prove in Theorem 4.8 that polar codes constructed
from a sequence of Reed-Solomon matrices using Defini-
tion 2.13 are polar decreasing monomial-Cartesian codes, and
that any channel that is symmetric over the field is polarized by
this sequence of Reed-Solomon matrices, providing a unified
framework for this family of polar codes. Naturally, this holds
at the cost of reducing the family of channels over which we
can work, given the required symmetric condition. Section V
provides a conclusion to this work.

We close this section with a bit of notation that will be
useful in the remainder of this paper. We will use K∗ :=
K \ {0} to denote the multiplicative group of a field K. The
set of m×n matrices over a field K is denoted Km×n. Given

M ∈ Km×n, RowiM denotes the ith row of M and ColjM
denotes its jth column. For more information about coding
theory, we recommend [16], [29]. For algebraic concepts not
described here, we suggest [30] to the reader.

II. POLAR CODES DEFINED BY SEQUENCES OF INVERTIBLE
MATRICES

Let Fq be a finite field with q elements. Consider a discrete
memoryless channel (DMC) W : Fq → Y with transition
probabilities W (y|x), y ∈ Y, x ∈ Fq . For a sequence of
invertible matrices {Ti}∞i=1 where Ti ∈ Fni×niq , define G′m as

G′m = T1 ⊗ T2 ⊗ · · · ⊗ Tm,

where ⊗ stands for the Kronecker product and

Gm = BmG
′
m

where Bm is described by the following: for any j =
1, . . . , n1 · · ·nm, there exist uniquely determined 0 ≤ ki ≤

ni − 1, 1 ≤ i ≤ m, such that j = 1 +
m∑
i=1

ki

m∏
j=i+1

nj

and Bm is the permutation matrix that sends j to the row

j′ = 1 +
m∑
i=1

ki

i−1∏
j=1

nj . Alternatively, we may define these

matrices inductively, taking G1 = T1 and for m ≥ 2,

Gm =


Gm−1 ⊗Row1Tm
Gm−1 ⊗Row2Tm

...
Gm−1 ⊗RownmTm

 . (1)

Example 2.1. Let α be a primitive element of F4. Consider
the following matrices over F4:

T1 =

[
0 1
1 1

]
, T2 =

0 1 α2

0 1 α
1 1 1

 .

Then G′2 =


0 0 0 0 1 α2

0 0 0 0 1 α
0 0 0 1 1 1
0 1 α2 0 1 α2

0 1 α 0 1 α
1 1 1 1 1 1

 and

G2 =


0 0 0 0 1 α2

0 1 α2 0 1 α2

0 0 0 0 1 α
0 1 α 0 1 α
0 0 0 1 1 1
1 1 1 1 1 1

 .
Let us continue with the description of polarization. Starting

from the channel W , we construct the following n =
∏m
i=1 ni

channels:

W (i)
m : Fq → YN × Fi−1q , 1 ≤ i ≤ n

and W (i)
m

(
yn1 , u

i−1
1 |ui

)
=

1

qn−1

∑
uni+1∈F

n−1
q

n∏
j=1

W (yj |un1Colj(Gm)) .
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As n grows, some of the channels W (i)
m becomes noiseless.

We measure this through the symmetric rate of the channel.

Definition 2.2. Let W : Fq → Y be a DMC channel. We
define the symmetric rate of W as

I(W ) =
1

q

∑
(x,y)∈Fq×Y

W (y|x) logq

(
W (y|x)

1
q

∑
x∈X W (y|x)

)
.

Definition 2.3. Let W : Fq → Y be a DMC channel and
{Ti}∞i=1 be a sequence of invertible matrices over Fq . We say
that the sequence polarizes W if for each δ > 0, we have

limm→∞
|{i∈{1,...,∏m

i=1 ni} | I(W
(i)
m )∈(1−δ,1]}|∏m

i=1 ni
= I(W ), and

limm→∞
|{i∈{1,...,∏m

i=1 ni} | I(W
(i)
m )∈[0,δ)}|∏m

i=1 ni
= 1− I(W ).

Observe that when Ti = G for all i, then we have the usual
polarization process with kernel G. By taking Ti = GA for
all i, we have the original polar code defined by Arikan. The
previous definition is similar to that given in [9], with the
difference being we use the bit-reversal matrix Bm and the
field Fq (where q can be any prime power) instead of F2.

Definition 2.4. Let W : Fq → Y be a DMC channel. Then:
(a) W is symmetric over the sum (or additive symmetric) if

for each a ∈ Fq there is a permutation σa of Y such that

W (y|x) = W (σa(y)|x+ a), ∀x ∈ Fq, y ∈ Y.

(b) W is symmetric over the product if for each a ∈ F∗q there
is a permutation ψa of Y such that

W (y|x) = W (ψa(y)|ax), ∀x ∈ Fq, y ∈ Y.

(c) W is symmetric over the field (SOF) if it is both
symmetric over the sum and over the product.

Originally, polar codes were proposed over binary symmet-
ric channels [1]. Later, in [20], symmetry over the sum was
used to guarantee that a family of matrices polarizes such
channels. In [7], the authors employed symmetry over the field
to describe up to a certain degree the best channels W (i)

n ; these
are those with greater symmetric rate.

Example 2.5. Let 0 ≤ p ≤ 1. The q-ary symmetric channel
is defined as

WSq : Fq → Fq,

WSq(y|x) = (1− p)δ(x, y) +
p

q
,

where δ(x, y) = 1 if x = y and 0 otherwise. This is a SOF
channel.

Example 2.6. The q-ary erasure channel for 0 ≤ p ≤ 1 is
defined as

WqE : Fq → Fq ∪ {∗}

with transition probabilities

WqE(y|x) =


1− p y = ∗
p y = x

0 otherwise.

This is a SOF channel. The polar behavior of generalized
Reed-Solomon codes over this channel was studied in [18].

When W is an additive symmetric channel and G and G′

are invertible matrices such that G′G−1 is an upper-triangular
matrix, then using either G or G′ to polarize gives rise to
channels W (i)

1 with same symmetric rate. If G polarizes, then
G′ polarizes W . Taking a column permutation of G does not
affect the symmetric rate of the channels. If P is a permutation
matrix and G polarizes, then so does GP. This leads to the
following definition.

Definition 2.7. Let G ∈ Fl×lq be invertible. Let V ∈ Fl×lq

be an upper-triangular invertible matrix and P ∈ Fl×lq be a
permutation matrix. If G′ = V GP is a lower-triangular matrix
with 1’s in its diagonal, then G′ is called a standard form of
G.

It is important to note that standard form is not unique. Over
F4 with primitive element α, both

G′1 =

[
α α2

0 α

]
G =

[
1 0
α 1

]
and

G′2 =

[
α2 α2

0 1

]
G

[
0 1
1 0

]
=

[
1 0
α2 1

]
are standard forms of G =

[
1 1
1 α2

]
. The information given

by the standard form of a sequence of invertible matrices is
enough to determine if such a sequence polarizes an additive
symmetric channel.

Lemma 2.8. [20, Theorem 14] Let p be a prime such that p|q.
The following are equivalent for an invertible matrix G ∈ Fl×lq

with a non-identity standard form.
(a) Any additive symmetric channel is polarized by G.
(b) The field extension of Fp generated by the entries of G′,

denoted Fp(G′), is Fq for any standard form G′ of G;
that is,

Fp(G′) = Fq
for any standard form G′ of G.

(c) There is a standard form G′ of G with Fp(G′) = Fq .

Theorem 2.9. Let {Ti}∞i=1 be a sequence of invertible matri-
ces. If for each i, Ti has a non-identity standard form T ′i such
that Fp(T ′i ) = Fq , then the sequence {Ti}∞i=1 polarizes to any
additive symmetric channel W .

Proof. The proof of the sufficency of Lemma 2.8 relies on the
fact that the process I

(
W

(i)
m

)
forms a martingale and these

channels are as good as (
W (i)
m

)(2)
1
,

where the last is the second splitted channel by using any

Gγ =

[
1 0
γ 1

]
. The same arguments apply here with slight

changes to the process by substituting the sequence {G}∞i=1

by any other sequence {Ti}∞i=1 of invertible matrices.

The previous result does not imply that if a sequence
{Ti}∞i=1 polarizes, then each Ti has a non-identity standard
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form T ′i with Fp(T ′i ) = Fq . It is enough to consider a sequence
{Il} ∪ {Ti}∞i=1, where Il is the identity matrix of size l and
each Ti has a non-identity standard form with the condition
desired before.

In [4], the authors gave conditions over F2 for a sequence
to polarize. Since we are interested in SOF channels, we can
strengthen the last proposition to the following result.

Corollary 2.10. Let {Ti}∞i=1 be a sequence of invertible
matrices. If for each i, Ti has a non-identity standard form,
then the sequence {Ti}∞i=1 polarizes any SOF channel W .

The proof of the last relies on the following lemma.

Lemma 2.11. Let G ∈ Fl×lq be an invertible matrix and G′

be the matrix with Col1G
′ = aCol1G for some a ∈ F∗q and

ColjG
′ = ColjG for 2 ≤ j ≤ n. Let W : Fq → Y be a

SOF channel. If W (i)
1 , 1 ≤ i ≤ l are the split channels of the

polarization process using G and W ′
(i)
1 , 1 ≤ i ≤ l are the

same but with G′, then

I
(
W

(i)
1

)
= I

(
W ′

(i)
1

)
.

Proof. Let ψa the permutation of Y such that

W (y|x) = W (ψa(y)|ax)

for any x ∈ Fq and y ∈ Y . Then W (i)
1

(
yl1, u

i−1
1 |ui

)
=

∑
uli+1∈F

l−1
q

∏l
j=1W

(
yj |ul1ColjG

)
=

∑
uli+1∈F

l−1
q

W ′′
uli+1

= W ′
(i)
1

(
(ψa(y1), yl2), ui−11 |ui

)
where

W ′′uli+1
:= W (ψa(y1)|ul1(aCol1G))

l∏
j=2

W
(
yj |ul1ColjG

)
.

Since W (i)
1 and W ′(i)1 have the same distribution (and a bijec-

tion over the output alphabet), they have the same symmetric
rate.

If Ti has a non-identity standard form, we can multiply the
(ni − 1)th column by some a ∈ F∗q to obtain T i which has a
standard T

′
i form such that Fp(T

′
i) = Fq . Since a SOF channel

is symmetric, the sequence {T i}∞i=1 polarizes and by the last
lemma, {Ti}∞i=1 polarizes too. In the light of this, we can
generalize the definition of polar codes using the description
of the Bhattacharyya parameter.

Definition 2.12. Let W : X → Y be a DMC channel with
|X | = q. For x, x′ ∈ Fq , x 6= x′, we define the Bhattacharyya
distance as

Z(x, x′) =
∑
y∈Y

√
W (y|x)W (y|x′)

and the Bhattacharyya parameter as

Z(W ) =
1

q(q − 1)

∑
x,x′∈X
x6=x′

Z(x, x′),

the average of the Bhattacharyya distances over X .

Definition 2.13. Let {Ti}∞i=1 be a sequence of invertible
matrices that polarizes the channel W : Fq → Y . Let m be a
positive integer and let n =

∏m
i=1 ni, where ni are the sizes of

Ti as before. We define an information set Am ⊂ {1, . . . , n}
as a set such that

Z
(
W (i)
m

)
≤ Z

(
W (j)
m

)
, ∀i ∈ Am, ∀j /∈ Am.

A polar code is the subspace CAm generated by the rows of
Gm indexed by Am.

It is known that I(W )→ 1 if and only if Z(W )→ 0 [19,
Lemma 5]. Therefore, as n grows, it is the same selecting Z
or I to construct Am, but by selecting Z we can easily (up-
per) bound the error probability for a successive cancellation
decoder.

III. DECREASING MONOMIAL-CARTESIAN CODES

In this section, we introduce a new family of evaluation
codes, called decreasing monomial-Cartesian codes. They
are obtained by evaluating certain multivariate polynomials
(meaning polynomials in say m variables) at points in m-
dimensional space, much in the way that Reed-Solomon codes
or Reed-Muller codes are defined. By requiring that the
functions to be evaluated meet specified conditions in terms
of divisibility, we obtain a more general family which can
be used to define multikernel polar codes (as done in Section
IV). In this section, we determine important properties of the
decreasing monomial-Cartesian codes, including their basic
parameters and duals.

We begin by introducing notation to be used from this point
in the paper onwards. Let K := Fq be a finite field with q
elements and R := K[x1, . . . , xm] be the polynomial ring over
K in m variables. The monomial xa := xa11 · · ·xamm ∈ R is
sometimes denoted by its exponent a = (a1, . . . , am) ∈ Zm≥0.
A decreasing monomial set is a set of monomials M ⊆ R
such that the condition M ∈ M and M ′ divides M imply
M ′ ∈ M. Let L(M) be the subspace of polynomials of R
that are K-linear combinations of monomials of M :

L(M) := SpanK{M : M ∈M} ⊆ R.

Fix non-empty subsets S1, . . . , Sm of K. The Cartesian prod-
uct is defined by

S := S1 × · · · × Sm ⊆ Km.

In what follows, ni := |Si|, the cardinality of Si for i ∈
[m] := {1, . . . ,m}, and n := |S|, the cardinality of S. Fix a
linear order on S = {s1, . . . , sn}, s1 ≺ · · · ≺ sn. We define
an evaluation map

evS : L(M) → Kn

f 7→ (f(s1), . . . , f(sn)) .

From now on, we assume that the degree of each monomial
M ∈M in xi is less than ni. In this case the evaluation map
evS is injective; see [14, Proposition 2.1]. The complement
of M in S denoted by Mc

S , is the set of all monomials in R
that are not in M and their degree with respect to xi is less
than ni.
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Definition 3.1. Let M ⊆ R be a decreasing monomial
set. The image evS(L(M)) ⊆ Kn is called the decreasing
monomial-Cartesian code associated to S andM. We denote
it by C(S,M).

More generally (meaning regardless of whether or notM⊆
R is a decreasing monomial set), the code evS(L(M)) ⊆ Kn

is called monomial-Cartesian code [14].
A number of familiar codes may be viewed as decreasing

monomial-Cartesian codes for particular families of Cartesian
products S and particular families of decreasing monomial
sets M. For example, a Reed-Muller code of order r in the
sense of [28, p. 37] is a decreasing monomial-Cartesian code
C(Km,Mr), where Mr is the set of monomials of degree less
than r; a Reed-Solomon code is obtained by taking m = 1
in this construction. An affine Cartesian code of order r
is the decreasing monomial-Cartesian code C(S,Mr). This
family of affine Cartesian codes appeared first in [10] and
then independently in [15]. In [3], the authors studied the
case when the finite field K is F2 and the set of monomials
satisfy some decreasing conditions; then their results were
generalized in [7] for K = Fq and monomials associated
to curve kernels. Certainly, not all families of monomial-
Cartesian codes are decreasing. For instance, the family of
codes given by Tamo and Barg in [27], which is well-known
for its application to distributed storage, is not decreasing.
Indeed, they are subcodes of Reed-Solomon codes where some
monomials are omitted, and the divisibility condition may not
be satisfied. To be precise, fix r ≥ 2 with r + 1|n. Set

V :=

〈
g(x)jxi : 0 ≤ j ≤ k

r
− 1, 0 ≤ i ≤ r − 1

〉
where g(x) ∈ Fq[x] has deg g = r + 1 and Fq = A1

·
∪ · · ·

·
∪

A n
r+1

with |Aj | = r for all j so that ∀β, β′ ∈ Aj ,

g(β) = g(β′).

Then C(Fq, V ) is not decreasing as g(x)jxi ∈ V and x divides
g(x)jxi but x /∈ V .

The length and the dimension of a decreasing monomial-
Cartesian code C(S,M) are given by n = |S| and k =
dimK C(S,M) = |M|, respectively [14, Proposition 2.1].
Recall that the minimum distance of a code C is given by
d(C) = min{| Supp(c)| : 0 6= c ∈ C}, where Supp(c)
denotes the support of c, that is the set of all nonzero entries of
c. Unlike the case of the length and the dimension, in general,
giving an explicit formula for d(C(S,M)) in terms of S and
M is more challenging but addressed in this section; we note
that there is no such expression ifM is not decreasing. Recall
that dual of a code C is defined by

C⊥ = {w ∈ Kn : w · c = 0 for all c ∈ C},

where w · c represents the Euclidean inner product. The
code C is called a linear complementary dual (LCD) [17] if
C ∩C⊥ = {0}, and is called a self-orthogonal code if C⊥ ⊆
C. Given codes C1 and C2 of the same length over K where
G1 is a generator matrix for C1, we say that C1 and C2 are
monomially equivalent provided there is a monomial matrix
M (meaning a square matrix with entries in K that has exactly

one nonzero entry in each row and column) so that G1M is
a generator matrix of C2. Monomially equivalent codes have
the same length, dimension, and minimum distance.

To describe the dual of a decreasing monomial-Cartesian
code C(S,M), we make use of the following definition.

Definition 3.2. For s = (s1, . . . , sm) ∈ S and f ∈ R, define
the residue of f at s as

Ress f = f(s)

 m∏
i=1

∏
s′i∈Si\{si}

(si − s′i)

−1

and the residue vector of f at S as

ResS f = (Ress1
f, . . . ,Ressn f) .

We now come to one of the main results of this paper: the
dual of a decreasing monomial-Cartesian code C(S,M) is
almost a decreasing monomial-Cartesian code C(S,M). In
fact, the dual is obtained by finding an appropriate decreasing
monomial-Cartesian code and then multiplying every entry by
a suitable constant. It is reminiscent of the fact that the dual
of a Reed-Solomon code is a generalized Reed-Solomon code.
As we will see, the suitable constant can be described in terms
of the residue.

Theorem 3.3. The dual of the code C(S,M) is monomially
equivalent to a decreasing monomial-Cartesian code. In fact,
C(S,M)⊥ =

SpanK

({
ResS

xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

})
.

Moreover,

∆ :=

{
ResS

xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

}
is a basis for C(S,M)⊥.

Proof. We start by proving that the set

∆′ :=

{
xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

}
is decreasing. Let M ∈ Mc

S and xa be a divisor of
xn1−1
1 · · ·xnm−1m

M
. Then there exists a monomial xb in R such

that
xn1−1
1 · · ·xnm−1m

M
= xaxb. As M ∈ Mc

S and M is de-

creasing, then xbM ∈Mc
S and xa =

xn1−1
1 · · ·xnm−1m

xbM
∈ ∆′.

This proves that the set ∆′ is decreasing. Due to [14, Theorem
2.7] and the fact that the setM is decreasing, ∆ is a basis for
the dual C(S,M)⊥. Finally, it is clear that SpanK{c : c ∈ ∆}
is monomially equivalent to evS(∆′), which is a decreasing
monomial-Cartesian code.

Example 3.4. Let K = F7, S = K2 and M be the set
of monomials of K[x1, x2] whose exponents are the points
in Figure 1(a). Then the code C(S,M) is generated by the
vectors evS(M), where M is a monomial whose exponent is
a point in Figure 1(a) and the dual C(S,M)⊥ is generated
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Fig. 1. The code C(S,M) in Example 3.4 is generated by the vectors
evS(M) where M is the set of monomials whose exponents correspond to
points in (a). Its dual C(S,M)⊥ is generated by the vectors ResS(M) where
M is the set of monomials whose exponents correspond to points in (b).

by the vectors ResS(M), where M is a monomial whose
exponent is a point in Figure 1(b).

Definition 3.5. A subset B(M) ⊆ M is a generating set
of M if for every M ∈ M there exists a monomial B ∈
B(M) such that M divides B. A generating set B(M) is
called the minimal generating set if for every two elements
B1, B2 ∈ B(M), B1 does not divide B2 and B2 does not
divide B1. From now on, B(M) will be used to denote the
minimal generating set of M.

Example 3.6. Let K = F7, S = K2 and M be the set
of monomials of K[x1, x2] whose exponents are the points in
Figure 1(a). The circled points in Figure 2(a) are the exponents
of the monomials that belong to the minimal generating set
B(M).

K
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3

4

5

6

0

K

1 2 3 4 5 6

(a)

K

6

5

4

3

2

1

0
K

6 5 4 3 2 1

(b)
Fig. 2. (a) Given the set of monomials M whose exponents are the points
indicated, the circled points are the exponents of the monomials that belong
to the minimal generating set B(M) as described in Example 3.8. (b) The
circled points are the exponents of the monomials that belong to the set
gcd (P (M))M∈B(M) where M corresponds to the points indicated, as
described in Example 3.8. .

The properties of the code C(S,M) can be described in
terms of B(M). The following proposition explains how to

find a generating set of
{
xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

}
in

terms of B(M) and the gcd, which is defined as follows.
The gcd of two monomials M1 = xa11 · · ·xamm and M2 =
xb11 · · ·xbmm is defined as

gcd (M1,M2) = x
min{a1,b1}
1 · · ·xmin{am,bm}

m .

The gcd of two monomials setsM1 andM2 is defined as the
monomial set

gcd (M1,M2) = {gcd (M1,M2) |M1 ∈M1,M2 ∈M2} .

The gcd of a finite number of monomials sets M1, . . . ,M`

is defined inductively by

gcd (M1, . . . ,M`) = gcd (gcd (M1, . . . ,M`−1) ,M`) .

According to Theorem 3.3, the dual of a decreasing
monomial-Cartesian code is monomially equivalent to a de-
creasing monomial-Cartesian code which is given by a par-
ticular set of monomials. The following result describes
how to represent this set of monomials more concisely,
meaning in terms of a generating set. Given a monomial
M = xa11 · · ·xamm ∈ B(M), consider the associated set of
monomials

P (M) :=

{
xn1−1
1 · · ·xnm−1n

xai+1
i

: i ∈ [m], and ni − ai − 2 ≥ 0

}
.

Proposition 3.7. A generating set of{
xn1−1
1 · · ·xnm−1m

M
: M ∈Mc

S

}
is given by the monomial

set
gcd (P (M))M∈B(M) .

Proof. It is clear that for every monomial M = xa11 · · ·xamm ∈
B(M) the set P (M) is the minimal generating set for{
xn1−1
1 · · ·xnm−1m

M ′
: M ′ does not divide M,M ′ ∈Mc

S

}
.

Given any two monomials M1 and M2, the set
{gcd(M1,M2)} is the minimal generating set for the
set of monomials that divide M1 and M2, thus the result
follows.

It is important to note that the set gcd (P (M))M∈B(M) from
Proposition 3.7 is not always the minimal generating set, as
the following example illustrates.

Example 3.8. Let K = F7, S = K2 and M be the set
of monomials of K[x1, x2] whose exponents are the points in
Figure 1(a). The circled points in Figure 2(a) are the exponents
of the monomials that belong to the minimal generating set
B(M). The circled points in Figure 2(b) are the exponents of
the monomials that belong to the set gcd (P (M))M∈B(M). It
is clear that it is not the minimal generating set.

Given decreasing setsM1 andM1,M1∩M2 is generated
by gcd(B(M1),B(M2)) and M1 ∪ M2 is generated by
B(M1) ∪ B(M2). To see this, note that if M ∈ M1 ∩M2,
then exists M1 ∈ B(M1) and M2 ∈ B(M2), such that M |M1

and M |M2. It follows that

M | gcd(M1,M2) ∈ gcdB(M1),B(M2)).

Therefore, M1 ∩ M2 ⊂ gcd(B(M1),B(M2)). The other
containment is clear, as is the claim for the union.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TIT.2020.3047624

Copyright (c) 2021 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



7

We can now determine the parameters of decreasing
monomial-Cartesian codes, which is another main result of
this paper. The following theorem gives an explicit expression
for the length, the dimension and the minimum distance of
a monomial-Cartesian code C(S,M) in terms of the set of
monomials that define the code itself.

Theorem 3.9. Consider a decreasing monomial-Cartesian
code C(S,M) as above.

(i) The length of C(S,M) is given by
∏m
i=1 ni.

(ii) The dimension of the code C(S,M) is

|B(M)|∑
i=1

(−1)i−1
∑
T∈Pi

m∏
j=1

(tj + 1)

 ,

where Pi ⊆ B(M) are those subsets with |Pi| = i and
(t1, . . . , tm) is the exponent of gcdT .

(iii) The minimum distance of C(S,M) is given by

min

{
m∏
i=1

(ni − ai) : xa11 · · ·xamm ∈ B(M)

}
.

Proof. (i) It is clear because
m∏
i=1

ni is the cardinality of S. (ii)

Given two monomials M and M ′, we see that {gcd(M,M ′)}
is the minimal generating set of the set of monomials that
divide M and also M ′. For any monomial M = xt11 · · ·xtmm ,
n∏
j=1

(tj + 1) is the number of monomials that divide M.

Thus the dimension follows from the inclusion exclusion
principle. (iii) Let ≺ be the lexicographical order and take
f ∈ SpanK{M : M ∈ M}. If M = xb11 · · ·xbmm is
the leading monomial of f , then [8, Proposition 2.3] gives

|Supp(evS f)| ≥
m∏
i=1

(ni − bi) . As B(M) is a minimial gen-

erating set ofM, there exists M ′ = xa11 · · ·xamm ∈ B(M) such

that M divides M ′. Thus |Supp(evS f)| ≥
m∏
i=1

(ni − ai) and

d(C(S,M)) ≥ min

{
m∏
i=1

(ni − ai) : xa11 · · ·xamm ∈ B(M)

}
.

Assume for i ∈ [m], Si = {si1, . . . , sini} . Consider
xα1
1 · · ·xαmm ∈ B(M) such that

m∏
i=1

(ni − αi) = min

{
m∏
i=1

(ni − ai) : xa11 · · ·xamm ∈ B(M)

}
.

Define

fα :=
m∏
i=1

αi∏
j=1

(xi − sij) .

Since

|Supp(evS fα)| =
m∏
i=1

(ni − ai)

and fα ∈ SpanK{M : M ∈ M} (as all monomi-
als that appear in fα divide xα1

1 · · ·xαmm ), then we have
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Fig. 3. The minimum distance of the code C(S,M) generated by the vectors
evS(M), where M corresponds to those monomials whose exponents are
the points in (a) is taken by finding the minimum number of boxed in points
marked with x’s in (a)-(c), as detailed in Example 3.10.

d(C(S,M)) ≤ min

{
m∏
i=1

(ni − ai) : xa11 · · ·xamm ∈ B(M)

}
and the result follows.

Example 3.10. Let K = F7, S = K2 and M be the set of
monomials of K[x1, x2] whose exponents are the points in
Figure 3(a). The length of the code C(S,M) is 49, which is
the total number of grid points in S. The dimension is 34,
which is the total number of points in Figure 3(a).

Next, we consider the minimum distance of C(S,M).
First, note that the minimal generating set is B(M) =
{x21x62, x41x42, x51x22}. By Theorem 3.9 |Supp(evS x

2y6)| ≥ 5,
which is the number of grid points between the point (2, 6) and
the point (6, 6), meaning | {(2, 6), (3, 6), (4, 6), (5, 6), (6, 6)} |.
These points are those boxed in and marked by x’s in Fig-
ure 3(a). In a similar way |Supp(evS x

4
1x

4
2)| ≥ 9, since

∣∣∣∣{ (4, 4), (4, 5), (4, 6), (5, 4), (5, 5),
(5, 6), (6, 4), (6, 5), (6, 6)

}∣∣∣∣ = 9;

note that these points are boxed in and marked by x’s in
Figure 3(b). Likewise, |Supp(evS x

5
1x

2
2)| ≥ 10; see the

boxed in and marked x’s in Figure 3 (c), respectively. One
may conclude that the minimum distance is d(C(S,M)) =
min {5, 9, 10} = 5.

This is the author's version of an article that has been published in this journal. Changes were made to this version by the publisher prior to publication.
The final version of record is available at  http://dx.doi.org/10.1109/TIT.2020.3047624

Copyright (c) 2021 IEEE. Personal use is permitted. For any other purposes, permission must be obtained from the IEEE by emailing pubs-permissions@ieee.org.



8

IV. POLAR CODES THAT ARE POLAR DECREASING
MONOMIAL-CARTESIAN CODES

In this section, families of polar codes will be represented as
the just defined decreasing monomial-Cartesian codes, keeping
the notation from the previous section. We will see that when
the set M is also closed under a monomial order called E
(to be described in this section) the evaluation code is a polar
decreasing monomial-Cartesian code. We prove that families
of polar codes with multiple kernels can be viewed as decreas-
ing monomial-Cartesian codes by strengthening the symmetry
required of the channel and using matrices associated with
subsets of a finite field Fq .

To begin, given a set S = {a1, . . . , al} ⊆ Fq , we associate
to it the following matrix:

T (S) =

a1 a2 · · · al


xl−1 al−11 al−12 · · · al−1l
...

...
...

. . .
...

x a1 a2 · · · al
1 1 1 · · · 1

.

Each T (S) is a typical Reed-Solomon kernel using the
elements of S. Notice that T (S) is invertible, it has a
non-identity standard form and it is a generator matrix of
the decreasing monomial-Cartesian code C(S, {1, . . . , xl−1}).
Take S1, S2, . . . , Sm ⊆ K and let Ti = T (Si). If Si =
{ai1, . . . , aini}, we can order the set S = S1 × · · · × Sm
with the order inherited from the lexicographical order; i.e.,

(a1j1 , . . . , amjm) � (a1h1 , . . . , amhm)⇐⇒ jk < hk,

where

k = min{r ∈ {1, . . . ,m} | arjr 6= arhr}.

Let M = {xa11 · · ·xamm | ai ≤ ni − 1, 1 ≤ i ≤ m} and
order this set with the inverse lexicographical order. Then we
have that Gm as described in Equation (1) has as rows the
evaluations evS of M in decreasing order.

Example 4.1. Let α be a primitive element of F4 and S1 =
{0, 1}, S2 = {0, 1, α}. Then

T1 =

0 1[ ]
x 0 1
1 1 1

, T2 =

0 1 α[ ]y2 0 1 α2

y 0 1 α
1 1 1 1

Therefore,

G2 =

00 01 0α 10 11 1α


y2x 0 0 0 0 1 α2

y2 0 1 α2 0 1 α2

yx 0 0 0 0 1 α
y 0 1 α 0 1 α
x 0 0 0 1 1 1
1 1 1 1 1 1 1

Since each row of Gm can be viewed as a monomial, by
an abuse of notation, for a monomial M ∈ M, we can write

I(M) and Z(M) for I
(
W

(i)
m

)
and Z

(
W

(i)
m

)
respectively,

where
RowiGm = evS(M).

In the usual polarization process, for a square matrix G ∈
Fl×lq , the speed of polarization is measured via the exponent.
This is defined as the number E(G) such that for any channel
W the following hold:

(i) For any fixed β < E(G),

lim inf
n→∞

P [Zn ≤ 2−l
nβ

] = I(W ).

(ii) For any fixed β > E(G),

lim inf
n→∞

P [Zn ≥ 2−l
nβ

] = 1.

Therefore, if Dj = d(RowjG, 〈Rowj+1G, . . . , RowlG〉),
then

E(G) =
l∑

j=1

lnDj

l ln l
;

here, we use the notation d(w, V ) := min{d(w, v) : v ∈ V }
where d(w, v) denotes the Hamming distance between vectors
w and v.

Remark 4.2. A lower bound on the exponent of the matrix
Gm can be calculated directly from the set of monomials as
follows: E(Gm) =

∑l
j=1

lnDj
l ln l

=

l∑
j=1

ln d(RowjGm, 〈Rowj+1Gm, . . . , RowlGm〉)
l ln l

=
l∑

j=1

ln d(RowjGm, Rowj+1Gm, . . . , RowlGm)

l ln l
≥

≥ 1

l ln l

l∑
j=1

ln min

{
m∏
i=1

(ni − ai) : xa11 · · ·xamm ∈ B(Mj)

}
,

where Mj represents the last j monomials of the set M
according to the inverse lexicographical order.

Remark 4.3. If G1 and G2 are two square non-singular
matrices over Fq , of sizes l1 and l2 respectively, then

E(G1 ⊗G2) =
E(G1)

logl1(l1l2)
+

E(G2)

logl2(l1l2)
;

this was proven first in [13] for matrices over F2 and later for
any finite field in [7].

From this, we have that

E(G1 ⊗ · · · ⊗Gs) =
s∑
j=1

E(Gj)

loglj (l1 · · · ls)
. (∗)

Redefining in the obvious way the exponent for the multik-
ernel process, in [4] the authors proved that if T1, . . . , Ts are
kernels with size l1, . . . , ls and exponents E1, . . . , Es are used
to construct a multikernel polar code in which each Tj appears
with frequency pj on GN (the Kronecker product of these
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matrices) as N → ∞, then the exponent of the multikernel
process is

E =
s∑
j=1

pj log2(lj)∑s
k=1 pk log2(lk)

Ej = lim
N→∞

E(GN ),

due to (∗).
In the case at hand, each Ti has size li ≤ q and we

know E(Ti) = ln li!
li ln li

, which is the best exponent over all the
matrices of size li. Given Gm = Bm(T1 ⊗ · · · ⊗ Tm), there
exists a matrix permutation P such that GmP = Tm⊗· · ·⊗T1
and

E(Gm) = E(Tm ⊗ · · · ⊗ T1) =
m∑
i=1

E(Ti)

logli(l1 · · · lm)
.

Therefore, for any other matrix G = M1 ⊗ · · · ⊗Mm, such
that Mi is a square matrix of size li, E(G) ≤ E(Gm). Even
more, for any sequence {Ti}∞i=1, where Ti is associated to a
subset from Fq , we have

lim
n→∞

n∑
k=1

E(Tk)

ln(l1 · · · lk)
≤ ln q!

q ln q
,

suggesting that the results in [4] could be generalized for this
case.

The following monomial order is inspired by the order
introduced in [3]. They coincide when K = F2 and S1 =
· · · = Sm = F2. It is the key to defining polar decreasing
monomial-Cartesian codes in terms of decreasing monomial-
Cartesian codes.

Definition 4.4. Let S1, . . . , Sm ⊆ K and M,M ′, M̃ , M̃ ′

be monomials in R. Define the monomial order E in R as
follows.

(i) If M ′|M , then M ′ EM .
(ii) Suppose Si1 = · · · = Sir , and consider subsets
{j1, . . . , js}, {h1, . . . , hs} ⊆ {i1, . . . , ir} with jl <
jl+1, hl < hl+1, for l = 1, . . . , s − 1, and il < il+1

for l = 1, . . . , r − 1. Then

xa1j1 · · ·x
as
js

E xa1h1
· · ·xashs

if and only if jk ≤ hk for all 1 ≤ k ≤ s.
(iii) Let 1 ≤ k ≤ m − 1. For M,M ′ ∈

K[x1, . . . , xk], M̃ , M̃ ′ ∈ K[xk+1, . . . , xm], if M EM ′

and M̃ E M̃ ′, then

MM̃ EM ′M̃ ′.

Notice that E is a partial order on R.

Example 4.5. Over F5, take S1 = S2 = {0, 1, 2} and S3 =
F5. As x3|x22x3, x3 E x22x3. Since S2 = S1, x1 E x2. Finally,
since x1 E x2, x1x3 E x2x3.

A polar decreasing monomial-Cartesian code is a de-
creasing monomial-Cartesian code C(S,M), where M is
closed under E .

In [3], the authors described the information set of a binary
polar code over any symmetric binary channel using the
last order. In [7], the authors extended the result to SOF

channels using kernels from algebraic curves. In both works,
authors proved that they can analyse the polarization process
inductively and then we can change the kernel in any step in
order to build polar codes of any length without changing
the structural analysis of the final code. Theorem 4.8 will
demonstrate that given a SOF channel W , any (multikernel)
polar code constructed from {Ti}mi=1 kernels of size ni × ni
as before is a polar decreasing monomial-Cartesian code. In
preparation, we consider the next result which shows that if
M and M ′ are two monomials in K[x1, . . . , xm] such that
M EM ′, then M represents a better channel than M ′. Indeed,
if M divides M ′, then the support of M ′ contains the support
of M and by the SOF property, the channel associated to M ′

is less relevant than the one associated to M .

Lemma 4.6. Let {Ti}mi=1 be the sequence of matrices as-
sociated to the sequence of sets {Si}mi=1 of K. Let Gm =
Bm(T1 ⊗ · · · ⊗ Tm) as before. Let W be a SOF channel. If
M,M ′ are two monomials in K[x1, . . . , xm] and M E M ′,
then

I(M) ≥ I(M ′) and Z(M) ≤ Z(M ′).

Proof. Set n =
∏m
i=1 ni and suppose that the output alphabet

of W is Y and consider

f : Yn ×Knm(i−1) →
(
Y

n
nm ×Ki−1

)nm
defined by f

(
yn1 , u

nm(i−1)
1

)
=(

y
k n
nm

+1

(k−1) n
nm

, unm1 Colk(Tm), . . . , u
(i−1)nm
(i−2)nm+1Colk(Tm)

)
.

Since f is just a reordering of the entries of a vector, f is
a bijection between the output alphabets of (W

(i)
m−1)

(j)
1 (using

the kernel Tm) and W
((i−1)nm+j)
m , which implies that their

mutual information and their Bhattacharyya parameters are
equal (cf. [7, Proposition 8]).

From the previous paragraph, we have that if M is as-
sociated to W

(i)
m−1 for some 1 ≤ i ≤ n

nm
, then Mxjm is

associated to the channel W ((i−1)nm+j)
m . Any Reed-Solomon

kernel T (S) can be viewed as the kernel associated to the
projective line, which is a curve of genus 0 and therefore a
Castle curve. Due to [7, Theorem 24], we have that if j < j′,
the associated channel to Mxj

′

m is degraded from Mxjm, and
by [7, Proposition 21] this means that

I(Mxjm) ≥ I(Mxj
′

m) and Z(Mxjm) ≤ Z(Mxj
′

m).

The last statement applies to any m ≥ 1. Therefore by
[7, Proposition 22] we can conclude that if M |M ′ then the
conclusion holds.

On the other hand, if M ′ E M in the sense of (ii) in
Definition 4.4, by using similar arguments in the proof of [7,
Proposition 34], we can conclude the result.

If the set Am given in Definition 2.13 is given as monomi-
als, rather than indices of rows, then a characterization of Am
is obtained as follows.

Proposition 4.7. Let {Ti}mi=1 be the sequence of matrices
associated with a sequence of sets {Si}mi=1 of K. LetAm be an
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information set given in Definition 2.13 using a SOF channel
W by the sequence {Ti}mi=1. If M ∈ Am and M ′ EM , then
M ′ ∈ Am.

Proof. If M ′ E M , for the last lemma we have Z(M ′) ≤
Z(M). However, by the definition of polar code, since M ∈
Am, M ′ cannot be in Am, and we have the conclusion.

We now come to one of the main results of this section. The
following theorem shows that any polar code constructed from
a sequence of subsets of K is a polar decreasing monomial-
Cartesian code.

Theorem 4.8. Let {Si}∞i=1 be a sequence of subsets of Fq ,
|Si| ≥ 2 for any i ∈ N, and let {Ti}∞i=1 be the sequence of
associated matrices. Then {Ti}∞i=1 polarizes any SOF channel
and a polar code CAm given in Definition 2.13 is a polar
decreasing monomial-Cartesian code.

Proof. It is clear that CAm is the monomial-Cartesian code
using the monomials of Am as stated before. If M ′|M ∈ Am,
in particular we have M ′ EM and by the last Proposition we
have M ′ ∈ Am. Therefore, Am is a decreasing set and CAm
is decreasing too.

In [12], the authors analyzed through a different order the
information set for polar codes constructed with GA.We can
find a set of monomials M′ such that

An = {M | M EM ′, M ′ ∈M′}.

If we choose M′ to be minimal, then we can called it a gen-
erating set of An as in [12]. However, since E considers more
than just the divisibility, if B(An) is the minimal generating
set in the sense of Definition 3.5, B(An) could be bigger than
M′. For example, consider S1 = S3 = {0, 1, 2} ⊆ F5 and
S2 = F5. If we take

A3 = {x22x3, x2x3, x3, x22, x2, x1, 1},

a minimal basis respect to E is {x22x3}, but B(A3) =
{x22x3, x1}.

V. CONCLUSION

In this paper, we prove that if a sequence of invertible
matrices {Ti}∞i=1 over an arbitrary field Fq has the property
that every Ti has a non-identity standard form, then the
sequence {Ti}∞i=1 polarizes any symmetric over the field
channel (SOF channel) W . Given a sequence {Ti}∞i=1 that
polarizes, and a natural number m, we define a polar code as
the space generated by some rows of the matrix Gm, where
Gm is defined inductively taking G1 = T1 and for m ≥ 2,

Gm =


Gm−1 ⊗Row1Tm
Gm−1 ⊗Row2Tm

...
Gm−1 ⊗RowlmTm

 .
Given a set of monomials M that is closed under divisibility
and a Cartesian product S, we used the theory of evaluation
codes to study decreasing monomial-Cartesian codes, which
are defined by evaluating the monomials of M over the set

S. We prove that the dual of a decreasing monomial-Cartesian
code is a code of the same type. Then we describe its basic
parameters in terms of the minimal generating set of M.
These codes are important because when the set M is also
closed under the monomial order E, then the evaluation code
is a polar decreasing monomial-Cartesian code. Strengthening
the symmetry required of the channel and using matrices
associated with subsets of a finite field Fq , we prove that
families of polar codes with multiple kernels can be viewed
as decreasing monomial-Cartesian codes and therefore any
information set An can be described in a similar way, offering
a unified treatment for this kind of codes.
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