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Abstract. This paper develops the basic theory of conformal
structures on finite subdivision rules. The work depends heavily
on the use of expansion complexes, which are defined and discussed
in detail. It is proved that a finite subdivision rule with bounded
valence and mesh approaching 0 is conformal (in the combinatorial
sense) if there is a conformal structure on the model subdivision
complex with respect to which the subdivision map is conformal.
This gives a new approach to the difficult combinatorial problem
of determining when a finite subdivision rule is conformal.

1. Introduction

A finite subdivision ruleR essentially consists of a finite 2-dimensional
CW complex SR (called the model subdivision complex), a subdivision
R(SR) of SR, and a continuous map σR : R(SR) → SR (called the sub-
division map) which maps each open cell of R(SR) homeomorphically
onto an open cell of SR. Since SR is a CW complex, each 2-cell in SR is
the image of a 2-disk under an attaching map. These 2-disks are called
the tile types of R. If R is a finite subdivision rule, an R-complex is
essentially a 2-dimensional CW complex X together with a continuous
map f : X → SR, called a structure map, which maps each open cell
of X homeomorphically onto an open cell of SR. In this case one can
pull back the cell structure on R(SR) to get a subdivision R(X) of X
which is an R-complex with structure map σR ◦ f . One can continue
inductively to construct a sequence Rn(X) of subdivisions of X.

Our interest in finite subdivision rules comes from our ongoing at-
tempt to resolve the following conjecture.

Date: September 11, 2003.
1991 Mathematics Subject Classification. Primary 30F45, 52C20; Secondary

20F67, 52C26.
Key words and phrases. conformality, expansion complex, finite subdivision rule.
This research was supported in part by NSF grants DMS-9803868, DMS-9971783,

DMS-10104030, and DMS-0203902.
1



2 J. W. CANNON, W. J. FLOYD, AND W. R. PARRY

Conjecture 1.1. Suppose G is a Gromov hyperbolic discrete group
whose space at infinity ∂G is the 2-sphere. Then G acts properly dis-
continuously, cocompactly, and isometrically on hyperbolic 3-space H3.

Suppose G is a Gromov hyperbolic group such that ∂G is the 2-
sphere. From a Cayley graph for G, one can define a sequence {D(n)}
of shinglings (coverings by compact, connected sets) of ∂G. Each D(n)
is a finite cover of disks at infinity, each of which corresponds essentially
to points closer to the tail of a geodesic ray than to the head of the
ray; see [8] for precise definitions. In [8, Theorem 2.3.1], Cannon and
Swenson prove that G acts properly discontinuously, cocompactly, and
isometrically on hyperbolic 3-space if and only if the sequence {D(n)}
of disk covers is conformal in the sense of Cannon’s combinatorial Rie-
mann mapping theorem [3]. The definition of conformal from [3] has
two axioms, but in [4] for the setting above those two axioms are re-
placed by a single axiom which is easily implied by either of them.
Cannon and Swenson also show in [8] that for every integer n ≥ 2 the
elements of D(n) can be obtained from the elements of D(n− 1) by a
finite recursion.

Finite subdivision rules were developed to give models for the above
sequences of disk covers. While finite subdivision rules are not as gen-
eral as the subdivision rules that will probably be needed for this ap-
proach to Conjecture 1.1, they give a good starting point for first devel-
oping the theory. The basic theory of finite subdivision rules is given
in [5], and techniques are developed there for determining when the
sequence of subdivisions of a planar R-complex is conformal. The re-
duction of the axioms of conformality to a single axiom that was given
in [4] (in the context of the shinglings from half-spaces at infinity for
the group graph of a Gromov hyperbolic group) was first proved for a
large class of finite subdivision rules, and then the proof was modified
for shinglings coming from Gromov hyperbolic groups.

Conjecture 1.1 is closely related to Thurston’s Hyperbolization Con-
jecture, which states that if M is a closed 3-manifold whose funda-
mental group is infinite, is not a free product, and does not contain a
subgroup isomorphic to Z⊕Z, then M admits a hyperbolic structure.
Note that by a theorem of Gromov [14], the hypotheses of Conjec-
ture 1.1 are satisfied by the fundamental group of a closed 3-manifold
of negative Riemannian sectional curvature. If Conjecture 1.1 were true
for such a 3-manifold, then it would follow from a theorem of Gabai,
Meyerhoff, and N. Thurston [12] that the manifold has a hyperbolic
structure. It follows from a theorem of Bestvina and Mess [1] that
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if the fundamental group G of a closed 3-manifold is Gromov hyper-
bolic, then ∂G is a 2-sphere. Hence the Hyperbolization Conjecture
would follow from Conjecture 1.1 and Mosher’s Weak Hyperbolization
Conjecture [15], which states that if M is a closed 3-manifold whose
fundamental group is infinite, is not a free product, and does not con-
tain a subgroup isomorphic to Z ⊕ Z, then the fundamental group is
Gromov hyperbolic.

We develop here a new method for proving conformality of finite
subdivision rules. This method seems very promising, and is central
to our approach to Conjecture 1.1. We define conformal structures
on the model subdivision complexes of finite subdivision rules, and
prove that a finite subdivision rule R with bounded valence and mesh
approaching 0 is conformal if there is a conformal structure on the
model subdivision complex SR with respect to which the subdivision
map is conformal. This use of conformal structures was inspired by the
Bowers-Stephenson paper [2]. Our work depends heavily on the use of
expansion complexes. An expansion R-complex (or, more simply, an
expansion complex) for a finite subdivision rule R is an R-complex X,
with structure map f : X → SR, which satisfies the following:

i) X is homeomorphic to R2; and
ii) there is an orientation-preserving homeomorphism ϕ : X → X

such that σR ◦ f = f ◦ ϕ.

If X is an expansion complex as above, then ϕ is an R-isomorphism
from R(X) to X.

Expansion complexes arise naturally from direct limits. For exam-
ple, Figure 1 shows the subdivision of the tile type for the pentagonal
subdivision rule. The pentagon at the left of the figure can be iden-
tified with the central pentagon in the subdivision at the right of the
figure. As described in Lemma 2.4, this generates a direct limit expan-
sion complex. This expansion complex, which is shown in Figure 2, was
studied by Bowers and Stephenson in [2]. They constructed a confor-
mal structure on the expansion complex for which the expansion map
is conformal and every tile is conformally regular.

Our use of expansion complexes and conformal structures for study-
ing conformality of finite subdivision rules is influenced by Thurston’s
topological characterization theorem for critically finite branched maps
(see, for example, [10] or [18]). If f : S2 → S2 is a critically finite
branched map, then one can put an orbifold structure Of on S2 by
assigning to a point x ∈ S2 the least common multiple of the degrees
of all preimages of x under iterates of f . Furthermore, f induces a
map τf : T (Of ) → T (Of ), where T (Of ) is the Teichmüller space of
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Figure 1. The subdivision of the tile type for the pen-
tagonal subdivision rule

Figure 2. An expansion complex for the pentagonal
subdivision rule

Of . Thurston proved that f can be realized by a rational map exactly
if τf has a fixed point, and he then topologically characterized when
τf has a fixed point. For each f -stable curve system on Of one defines
an associated matrix AΓ with nonnegative entries. In the typical case
where the orbifold Of is hyperbolic, τf has a fixed point exactly if the
spectral radius of AΓ is less than 1 for every f -stable curve system Γ.

A connection between Thurston’s characterization theorem and finite
subdivision rules is given in [6] in joint work with Richard Kenyon. A
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finite subdivision rule has an edge pairing if the model subdivision
complex SR is a surface. If SR is a connected orientable surface, then
it follows from the Riemann-Hurwitz formula that either i) σR is a
homeomorphism (so tiles are not being properly subdivided), ii) SR
is a torus and σR is a covering map, or iii) SR is a 2-sphere. In the
latter case, σR is a critically finite branched map and one can use
Thurston’s characterization theorem to decide whether or not σR can
be realized by a rational map. We prove in [6, Theorem 3.1] that if R
is an orientation-preserving finite subdivision rule with an edge pairing
such that R has bounded valence, R has mesh approaching 0, SR is a
2-sphere, and R is conformal, then the subdivision map σR is realizable
by a rational map.

Our hope is to reformulate Thurston’s characterization theorem (at
least for critically finite branched maps without periodic critical points)
from the the point of view of finite subdivision rules, and then to ex-
tend that theory to finite subdivision rules without edge pairings. We
envision defining a Teichmüller space T (SR) for the model subdivision
complex SR of a finite subdivision rule R and then characterizing when
there is a fixed point for the induced map τR : T (SR) → T (SR). In this
paper we give technical underpinnings for the development of such a
Teichmüller theory for finite subdivision rules. In particular we prove
that a finite subdivision rule R with bounded valence and mesh ap-
proaching 0 is conformal if the model subdivision complex SR has an
invariant conformal structure.

In Section 2 we give basic definitions and examples for finite subdi-
vision rules and expansion complexes, and we derive some basic prop-
erties of expansion complexes. This is followed in Section 3 by the
definitions of partial conformal structures and conformal structures
on model subdivision complexes. A partial conformal structure on a
model subdivision complex SR is given by a compatible atlas of charts
on open tiles and open butterflies. If X is an R-complex, then a par-
tial conformal structure on SR pulls back to a conformal structure on
int(X) \ V , where V is the set of vertices of int(X). A partial confor-
mal structure on SR is called a conformal structure if it pulls back to
a conformal structure on int(X) whenever X is an R-complex with no
folding butterflies. A partial conformal structure is called invariant if
the subdivision map σR is conformal in terms of the charts.

The heart of the paper is Section 4. Theorem 4.2 shows that if a finite
subdivision rule R has bounded valence and mesh approaching 0, then
every partial conformal structure on SR is a conformal structure. We
then give several theorems on effects of conformal structures on the sizes
and shapes of tiles. The proofs unexpectedly apply classical results on
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conformal mappings, including Koebe’s distortion theorem and the 1
4
-

theorem. The section culminates with Theorem 4.7, which states that
a finite subdivision rule R is conformal if it has bounded valence, mesh
approaching 0, and an invariant partial conformal structure.

Suppose X is an R-complex and X is homeomorphic to R2. We call
a conformal structure on X parabolic if its uniformization is C and hy-
perbolic if its uniformization is the disk. In Section 5 we give combina-
torial descriptions (in terms of combinatorial moduli) for determining
whether a conformal structure on X is parabolic or hyperbolic. It fol-
lows from the descriptions that, if R has mesh approaching 0, then X
is parabolic (respectively hyperbolic) if and only if R(X) is parabolic
(respectively hyperbolic). (This is needed for the main application in
[7].) Furthermore, whether a conformal structure on X induced from
a partial conformal structure on SR is parabolic or hyperbolic is inde-
pendent of the partial conformal structure on SR.

In Section 6 we give conditions under which an expansion map is
topologically conjugate to a linear map. In particular, suppose R is
a finite subdivision rule with bounded valence and mesh approaching
0, and X is an expansion R-complex with underlying space R2 and
with expansion map ϕ. Suppose further that ψ : X → X is a con-
formal homeomorphism such that there is a global upper bound on
d(ϕ(x), ψ(x)) for all x ∈ X, where d(u, v) is the mininum length of
a chain of tiles of X which connects u and v. Then it follows from
Theorem 6.5 that R2 can be given an R-complex structure X ′ such
that X ′ is an expansion complex with expansion map ψ and there is
a topological conjugacy between ϕ and ψ. The results in this section
are important for applications and for the further development of the
theory.

In a companion paper [7] we give applications of the theory in this
paper. The main application, and the one that motivated some of
this work, is the theorem that a one-tile rotationally invariant finite
subdivision rule is conformal. The proof uses much of the machinery
of this paper. In a second application we consider a one-tile finite
subdivision rule R with bounded valence and mesh approaching 0. Let
t be a tile type of R. We assume further that there is a constant r such
that, for every positive integer n and every tile type t, every interior
vertex of Rn(t) has valence r. We first prove that either t is a triangle
and r = 6, t is a quadrilateral and r = 4, or t is a hexagon and r = 3.
We then show that the expansion map of every R-expansion complex
can be conjugated to a linear map. We finally show using the results in
Section 4 and 6 that R is conformal exactly if this linear map is either
a dilation or has eigenvalues that are not real.
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Given an expansion complex, it can be surprisingly difficult to de-
termine whether it is parabolic or hyperbolic. We give an interesting
example of this difficulty in [7]. We consider there an irreducible fi-
nite subdivision rule with bounded valence and mesh approaching 0
such that it has a hyperbolic expansion complex X and a parabolic
expansion complex Y . Furthermore, any compact subcomplex of X
(respectively Y ) is isomorphic to a subcomplex of Y (respectively X).

2. Definitions, examples and first properties

We begin this section by recalling and expanding upon some of the
basic definitions from Section 1.1 of [5]. For us a CW complex is
a topological space equipped with a distinguished cell structure, and
cells of CW complexes are closed unless explicitly stated otherwise. On
occasion we refer to the topological space as the underlying space of
the CW complex.

A finite subdivision rule R consists of the following:

1. A finite 2-dimensional CW complex SR, called the model sub-
division complex, such that SR is the union of its closed 2-cells.
For each closed 2-cell s of SR there is a closed 2-disk t and a char-
acteristic map f : t → s. We assume that t has a CW complex
structure such that t has at least three vertices, the vertices and
edges of t are contained in ∂t, and the restriction of f to every
open cell of t is a homeomorphism onto an open cell of s.

2. A finite CW complex R(SR) which is a subdivision of SR. That
is, R(SR) and SR have the same underlying space and every cell
of R(SR) is contained in a cell of SR.

3. A continuous map σR : R(SR) → SR, called the subdivision
map, whose restriction to every open cell of R(SR) is a homeo-
morphism onto an open cell of SR.

If s is a 2-cell in SR, then the CW complex t in condition 1 is called a
tile type. The tile type t comes equipped with its characteristic map.
Given an edge of SR, there exists a closed 1-disk e equipped with a
characteristic map g : e → SR which takes e to the given edge. We call
e an edge type.

Suppose R is a finite subdivision rule. An R-complex consists of
a 2-dimensional CW complex X which is the union of its 2-cells and
is equipped with a continuous map f : X → SR whose restriction to
each open cell of X is a homeomorphism onto an open cell of SR. We
call f the structure map of X. We call X a subdivision complex
when we do not wish to mention R explicitly. We refer to 2-cells of
subdivision complexes as tiles.
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Suppose that R is a finite subdivision rule and X is an R-complex
with structure map f : X → SR. The subdivision R(SR) of SR pulls
back via f to a subdivision R(X) of X so that R(X) is an R-complex
with structure map σR ◦ f : R(X) → SR. We can define Rn(X), for
n a nonnegative integer, recursively by R0(X) = X and Rn(X) =
R(Rn−1(X)) if n ≥ 1.

Suppose that R is a finite subdivision rule, and X and X ′ are R-
complexes with structure maps f : X → SR and f ′ : X ′ → SR. A
continuous cellular map h : X → X ′ is called an R-map if f = f ′ ◦ h.
An R-map that is a cellular isomorphism is an R-isomorphism.

Now we proceed to some new definitions. Let R be a finite subdi-
vision rule with model subdivision complex SR and subdivision map
σR : R(SR) → SR. Let X be an R-complex with structure map
f : X → SR. We call X an expansion R-complex or simply an
expansion complex if it satisfies the following:

1. X is homeomorphic to R2; and
2. there is an orientation-preserving homeomorphism ϕ : X → X

such that σR ◦ f = f ◦ ϕ.

We call ϕ an expansion map. Note that if X is an expansion R-
complex and Y = R(X), then ϕ is an R-isomorphism from Y to X.
Furthermore, there is another R-complex W with the same underlying
space such that X = R(W ) and ϕ is an R-isomorphism from X to
W . The cells of W are the images under ϕ of the cells of X, and the
structure map for W is the map f ◦ ϕ−1 : W → SR.

We present some simple examples.

Example 2.1 (The pentagonal subdivision rule). The model subdivi-
sion complex has one vertex, one edge, and one face. The tile type is
a pentagon; it is subdivided into six pentagons as in Figure 1. Two
expansion complexes for the pentagonal subdivision rule are shown in
Figures 2 and 3. Figures 2 and 3 were drawn using Ken Stephenson’s
program CirclePack [17], as was Figure 6. In each example ϕ fixes the
point p at the center of the figure. In Figure 2 star(p,X) is a single
pentagon, and in Figure 3 star(p,X) is a union of four pentagons.

Example 2.2 (The binary quadrilateral subdivision rule). The model
subdivision complex is the torus R2/Z2, with the tiling induced from the
square tiling of the plane. The subdivision map σR is the map on the
torus induced from the map (x, y) 7→ (2x, 2y) on R2.

The single tile type of the binary quadrilateral subdivision rule is a
quadrilateral; its subdivision is shown in Figure 4. An example of an
expansion complex is the square tiling of the plane with structure map
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Figure 3. Another expansion complex for the pentag-
onal subdivision rule

Figure 4. The subdivision of the tile type for the binary
quadrilateral subdivision rule

the quotient map R2 → R2/Z2 and with ϕ the map (x, y) 7→ (2x, 2y).
Note that ϕ fixes the origin.

Example 2.3 (The dodecahedral subdivision rule). The model subdi-
vision complex has one vertex, two edges, and three faces. The sub-
divisions of the three tile types are shown in Figure 5. An expansion
complex for the dodecahedral subdivision rule is shown in Figure 6. In
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Figure 5. The subdivisions of the tile types for the do-
decahedral subdivision rule

this example the expansion map fixes a point in the interior of a pen-
tagonal tile.

The following lemma gives a general construction for expansion com-
plexes. We precede it with a definition. Let R be a finite subdivision
rule, and let X be an expansion R-complex with expansion map ϕ.
We say that an R-subcomplex S of X is a seed of X if S is a closed
topological disk, S ⊆ ϕ(S), and X =

⋃∞
n=0 ϕn(S).

Lemma 2.4. Let R be a finite subdivision rule. Suppose that S is
an R-complex such that S is a closed topological disk and there is an
orientation-preserving R-isomorphism from S to a subcomplex of R(S)
that is contained in the interior of R(S). Then there is an expansion
R-complex X with a seed which is R-isomorphic to S.

Proof. Let Xn = Rn(S) for every nonnegative integer n. By assump-
tion there exists an orientation-preserving R-map τ : X0 → X1 which
maps X0 isomorphically onto a subcomplex of X1 which is contained
in the interior of X1. For each nonnegative integer n the map τ is an
R-map from Xn to Xn+1. Figure 7 shows R-complexes X0, X1, X2,
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Figure 6. An expansion complex for the dodecahedral
subdivision rule

→ →

X0 X1 X2

τ τ

Figure 7. Constructing the direct limit X

and the images τ(X0) and τ(X1) for the finite subdivision rule of Ex-

ample 2.2. We obtain a directed system X0
τ−→X1

τ−→X2
τ−→ · · · . We

denote its direct limit by X. It follows that X is a 2-dimensional CW
complex which is the union of its 2-cells and X is homeomorphic to
R2.

Let fn : Xn → SR be the structure map of Xn for every nonnegative
integer n. Then fn+1 ◦ τ = fn. Passing to the limit, we get a map
f : X → SR, which gives X the structure of an R-complex.
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We next define an expansion map for X. Let id : S → S be the
identity map. We have the following commutative diagram.

X0
τ−→ X1

τ−→ X2
τ−→

↓ id ↓ id ↓ id

X0
τ−→ X1

τ−→ X2
τ−→ X3

τ−→
Hence the vertical maps determine an orientation-preserving homeo-
morphism ϕ : X → X. Because σR ◦ fn = fn+1 for every nonnegative
integer n, it follows that σR ◦ fn = fn+1 ◦ id for every nonnegative
integer n. Passing to the limit, σR ◦f = f ◦ϕ. Thus X is an expansion
R-complex with expansion map ϕ.

Finally, one checks that X contains a seed which is R-isomorphic to
S.

We next recall some more definitions from Section 1.1 of [5]. LetR be
a finite subdivision rule. We say that R has bounded valence if there
is an upper bound on the vertex valences of the subdivisions Rn(SR)
of the model subdivision complex SR as n varies over the nonnegative
integers. We say that an R-complex has bounded valence if there
is an upper bound on the valences of its vertices. We say that the
mesh of R approaches 0 if for every open cover of SR there exists
a positive integer n such that every tile in Rn(SR) is contained in one
of the sets of that open cover. Given a positive integer N , let RN be
the finite subdivision rule whose model subdivision complex equals the
model subdivision complex of R and whose subdivision map is the Nth
iterate of the subdivision map for R. Without previous mention of N ,
by an expansion RN -complex we mean an expansion complex with
respect to the finite subdivision rule RN for some positive integer N .

Given a finite subdivision rule R, one might ask whether there exists
an R-complex S as in Lemma 2.4. The next result states that there
are enough such R-complexes for our purposes.

Lemma 2.5. Let R be a finite subdivision rule with bounded valence
and mesh approaching 0. Suppose that X is a surface which is an
R-complex with a point p in its interior. Then there exists an R-
subcomplex S of some subdivision of X such that p ∈ int(S) and S is
R-isomorphic to a seed of an expansion RN -complex.

Proof. Let Y1 = star(p,X). Because the mesh of R approaches 0,
there exists a positive integer n1 such that the star Y2 of p in Rn1(Y1)
is contained in the interior of Y1. We may replace Y1 by Y2 and repeat
this construction indefinitely. We obtain positive integers n1, n2, n3, . . .
andR-complexes Y1, Y2, Y3, . . . such that Yi+1 ⊆ int(Yi) and Yi+1 is the
star of p in Rni(Yi) for every positive integer i. Because R has bounded
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valence, the complexes Y1, Y2, Y3, . . . determine only finitely many
orientation-preserving isomorphism classes of R-complexes. So there
exists a finite R-subcomplex Y of some subdivision of X containing p
in its interior and a positive integer n such that the star of p in Rn(Y )
is R-isomorphic to Y in an orientation-preserving way. Hence the star
of p in Rmn(Y ) is R-isomorphic to Y in an orientation-preserving way
for all positive integers m. Because the mesh of R approaches 0, there
exists a positive integer k so that Rk(Y ) contains an R-subcomplex S
which is a closed topological disk with p in its interior. Now we choose
a positive integer m so that the star of p in Rmn(Y ) is contained in
int(S). Let N = mn. Then S is an R-subcomplex of some subdivision
of X which is a closed topological disk, p ∈ int(S), and there exists
an orientation-preserving R-isomorphism from S to a subcomplex Z of
RN(S) with Z ⊆ int(S). Lemma 2.4 implies that S is R-isomorphic
to a seed of an expansion RN -complex.

This proves Lemma 2.5.

Remark 2.6. Let R be a finite subdivision rule with bounded valence
and mesh approaching 0. Lemma 2.5 produces expansion complexes,
albeit RN -complexes, not R-complexes. However replacing R by RN

is usually harmless because we are usually interested in whether or not
R is conformal and the bounded overlap theorem [8, Theorem 4.3.1]
implies that R is conformal if and only if RN is conformal.

Let R be a finite subdivision rule. Let X be an R-complex. Let x
and y be points in X. We define the skinny path distance between
x and y to be the smallest nonnegative integer n such that there exist
tiles t0, . . . , tn of X for which x ∈ t0, y ∈ tn and ti ∩ ti+1 6= ∅ for i ∈
{0, . . . , n−1}. The skinny path distance equips X with a pseudometric
d, called the skinny path pseudometric. Given d, we let dn denote
the skinny path pseudometric on Rn(X) for every nonnegative integer
n. (So d0 = d.) Note that if X is an expansion R-complex with
expansion map ϕ, then dn(x, y) = d(ϕn(x), ϕn(y)) for every x, y ∈
X and every nonnegative integer n. Our next lemma gives a basic
property of this skinny path pseudometric.

Lemma 2.7. Let R be a finite subdivision rule whose mesh approaches
0. Then there exists a positive integer N with the following property.
Let X be an R-complex with skinny path pseudometric d. Let x and y
be points in X such that d(x, y) ≥ 2. Then dN(x, y) ≥ 2d(x, y).
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Proof. Because the mesh of R approaches 0 and R has only finitely
many tile types, the following is true.

There exists a positive integer M with the following prop-
erty. Let t be a tile type of R. Let e be either a vertex or
an edge of t and let f be either a vertex or an edge of t such
that e ∩ f = ∅. Then no tile of RM(t) meets both e and f .

(2.8)

Now let x and y be points in X such that d(x, y) ≥ 2. Let n = d(x, y).
Given a nonnegative integer m, let Bx(m) = {z ∈ X : d(x, z) ≤
m}. Let m ∈ {0, . . . , n − 2}. Note that Bx(m) and the closure of
X \ Bx(m + 1) are disjoint. Hence line 2.8 implies that no tile of
RM(X) meets both Bx(m) and the closure of X \Bx(m+1). It follows
that

dM(x, y) ≥ 2(n− 1) + 1 = 2n− 1.

Thus

d2M(x, y) ≥ 2(2n− 1)− 1 = 4n− 3 ≥ 2n = 2d(x, y).

We may therefore take N = 2M , which proves Lemma 2.7.

We next prove that expansion maps have fixed points.

Lemma 2.9. Let R be a finite subdivision rule with bounded valence
and mesh approaching 0, and let X be an expansion R-complex with
expansion map ϕ : X → X. Then ϕ has a fixed point.

Proof. Let d denote the skinny path pseudometric on X. Let N be as
in Lemma 2.7, and let τ = ϕ−N .

Let x ∈ X, and let Y = {x, ϕ−1(x), ϕ−2(x), . . . , ϕ−N(x)}. Let y ∈ Y .
Lemma 2.7 implies that if d(τ(x), τ(y)) ≥ 2, then d(τ(x), τ(y)) ≤
d(x, y)/2. Hence there is a positive integer K such that d(τ k(x), τ k(y)) ≤
1 for every integer k ≥ K. Since Y is finite, we may, and do, assume
that K is independent of y. Taking y = ϕ−N(x) = τ(x), we see in
particular that d(τK(x), τK+1(x)) ≤ 1.

In this paragraph we prove by induction on k that d(τK(x), τ k(y)) ≤
2 for every y ∈ Y and every integer k ≥ K. Let y ∈ Y . The previ-
ous paragraph handles the case k = K. So suppose that k ≥ K and
that d(τK(x), τ k(y)) ≤ 2. If d(τK+1(x), τ k+1(y)) ≥ 2, then Lemma 2.7
implies that d(τK+1(x), τ k+1(y)) ≤ d(τK(x), τ k(y))/2 ≤ 1. Hence
d(τK+1(x), τ k+1(y)) ≤ 1. By the previous paragraph, d(τK(x), τK+1(x)) ≤
1. Thus the triangle inequality yields d(τK(x), τ k+1(y)) ≤ 2, as desired.

The last paragraph shows that there exists a compact subset C ⊆ X
which contains all images of Y under the iterates of τ . Let ε be a
positive real number. Because the mesh of R approaches 0, there ex-
ists a positive integer m such that every tile of Rm(X) which meets
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C has diameter less than ε/5. Now apply the argument of the pre-
ceding paragraphs to the expansion complex Rm(X) with expansion
map ϕ. We find that there exists a positive integer L such that
dm(τL(x), τ k(y)) ≤ 2 for every y ∈ Y and every integer k ≥ L. It
follows that d(ϕ−m(x), ϕ−n(x)) < ε if m,n ≥ LN , and hence that the
sequence {ϕ−n(x)} is a Cauchy sequence. Hence it converges, neces-
sarily to a fixed point of ϕ.

This proves Lemma 2.9.

Let X be a CW complex which is a surface, and let Y be a finite
connected CW subcomplex of X. By a disk neighborhood of Y we
mean a closed topological disk D which is a subcomplex of X with
Y ⊆ int(D). By a minimal disk neighborhood of Y we mean a disk
neighborhood of Y which is contained in every disk neighborhood of
Y .

Lemma 2.10. Let X be a contractible planar CW complex, and let Y
be a finite connected CW subcomplex of X contained in int(X). Then
Y has a minimal disk neighborhood D, and ∂D ⊆ ∂star(Y,X).

Proof. We may, and do, assume that X ⊆ R2. Let S = star(Y,X). Let
C be the unbounded connected component of R2 \ S. Using the facts
that Y is connected and S is a neighborhood of Y , one checks that ∂C
is a simple closed curve. Hence D = R2 \ C is a closed topological
disk containing Y in its interior. Because ∂D ⊆ ∂S ⊆ X and X is
contractible, D ⊆ X. Thus D is a disk neighborhood of Y , and is
clearly the minimal disk neighborhood of Y .

We conclude this section with an informal discussion of expansion
complexes. For the rest of this section letR be a bounded valence finite
subdivision rule whose mesh approaches 0. Let X be an expansion
R-complex with expansion map ϕ and skinny path pseudometric d.
Lemma 2.9 shows that ϕ fixes a point p ∈ X.

In this paragraph we show that ϕ really does expand. Let C be a
compact subset of X \ {p}, and let K be a positive integer. Because
the mesh of R approaches 0 there exists a nonnegative integer N such
that dn(C, p) ≥ K for n ≥ N . Hence d(ϕn(C), ϕn(p)) ≥ K for n ≥ N ,
and so d(ϕn(C), p) ≥ K for n ≥ N . This is what we mean by saying
that ϕ really does expand.

Since ϕ really does expand, the fixed point p of ϕ is unique.
In this paragraph we show that every expansion complex has a seed.

Let S be the minimal disk neighborhood of p. Since ϕ(p) = p, it
follows that S ⊆ ϕ(S). The next-to-last paragraph shows that if K is
a positive integer, then there exists a nonnegative integer n such that
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d(ϕn(∂S), p) ≥ K. It follows that X =
⋃∞

n=0 ϕn(S). Thus S is a seed
for X. So every expansion complex has a seed.

In this paragraph we show that X has bounded valence. Let S
be a seed for X. Then every point of X is contained in ϕn(S) for
some nonnegative integer n. Hence every point of X is contained in
ϕn(int(S)) for some nonnegative integer n. Combining the facts that
S is a finite R-complex, R has bounded valence, and ϕn(S) is R-
isomorphic to Rn(S), we see that X has bounded valence.

3. Conformal structures

In this section we introduce conformal structures on subdivision com-
plexes. We define conformal structures using charts. For convenience,
we first triangulate our subdivision complexes in order to simplify the
discussion and cut down on the number of overlaps to be considered.
We define these triangulations in the next paragraph.

Let R be a finite subdivision rule. For each tile type t let £(t) be a
triangulation of t obtained by adding a barycenter b(t) to t and joining
b(t) to each vertex of t by an arc. These triangulations push forward
under the characteristic maps to give a triangulation £(SR) of SR.
Next let X be an R-complex with structure map f : X → SR. Then
the triangulation £(SR) pulls back under f to a triangulation £(X) of
X. We call £(X) the face barycenter triangulation of X.

In this paragraph we define butterflies. Let R be a finite subdivision
rule, and let X be an R-complex. A butterfly of X is the union of
an open edge e in X together with two distinct open triangles t1 and
t2 in £(X) such that e is contained in the closures of t1 and t2. Let b
be a butterfly of X, and let f : X → SR be the structure map of X. If
f
∣∣
b

is injective, then f(b) is a butterfly of SR. In this case we say that

b is a nonfolding butterfly. If f
∣∣
b

is not injective, then f maps the
two open tiles of b to one open tile of SR. In this case we say that b is
a folding butterfly.

For the rest of this section, letR be a finite subdivision rule. Suppose
that there is an orientation on every open tile and every butterfly of
SR. Let F be the collection of all open tiles and butterflies of SR.

In this paragraph we define charts for SR. We orient C. For every
s ∈ F we require that there exist an open set ŝ ⊆ C and an orientation-
preserving homeomorphism µs : s → ŝ, giving us a chart for s. Suppose
that s is an open tile of SR, t is an open triangle of £(SR) contained in
s, and e is the open edge of SR contained in the closure of t. We also
require that µs

∣∣
t
extends to an injective continuous function from t∪ e

into C. (We use this condition to define charts on folding butterflies
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of R-complexes. See three paragraphs below.) We now have an atlas
A = {µs : s ∈ F} of charts for SR.

We say that A is a partial conformal structure on SR if these
charts satisfy the following compatibility condition. If s1 is an open
tile in F and s2 is a butterfly in F such that s1 ∩ s2 6= ∅, then the map
µs2 ◦ µ−1

s1
: µs1(s1 ∩ s2) → µs2(s1 ∩ s2) is conformal if the orientations

of s1 and s2 agree and is anticonformal if the orientations of s1 and s2

disagree.
Next let X be an oriented surface which is an R-complex with struc-

ture map f : X → SR. We pull back the atlas A to X as follows. Let
ι : C → C denote complex conjugation. Let s be either an open tile or
a nonfolding butterfly of X. If f preserves orientation on s, then we
define the chart for s to be µf(s) ◦f . If f reverses orientation on s, then
we define the chart for s to be ι ◦ µf(s) ◦ f . A straightforward verifica-
tion shows that this pullback of A gives a conformal structure at every
point in int(X) which is neither a vertex nor in an edge whose butterfly
is a folding butterfly. We say that A is a conformal structure on
SR if this pullback of A determines a conformal structure on int(X)
for every oriented surface X which is an R-complex with no folding
butterflies. The difference between a partial conformal structure on
SR and a conformal structure on SR is that if X is an oriented surface
which is an R-complex with no folding butterflies, then the pullback to
X of a conformal structure on SR determines a conformal structure at
every vertex in int(X). Partial conformal structures need not extend
to vertices.

Although our definition of conformal structure on SR does not in-
volve folding butterflies, we nonetheless define charts on folding butter-
flies as follows. We maintain the notation of the previous paragraph.
Suppose that SR has a partial conformal structure, and suppose that
X has a folding butterfly b. Then f(b) = t∪e, where t is an open tile of
£(SR) and e is the open edge of SR contained in the closure of t. Let
s be the open tile of SR which contains t. By assumption µs

∣∣
t
extends

to a homeomorphism, denoted by µt, from t ∪ e onto a subset of C.
Let D be a closed topological disk in {z ∈ C : Im(z) ≥ 0} such that
D ∩ R is a nontrivial line segment. The Riemann mapping theorem
and standard results on boundary behavior (See Section 348 of [9].)
imply that there exists an injective continuous map g : µt(t ∪ e) → D
which gives a conformal homeomorphism from µt(t) to the interior of
D such that g ◦ µt(e) is the interior of D ∩ R. Now let t1 and t2 be
the open triangles in b. Let i ∈ {1, 2}. If f preserves orientation in
mapping ti to t, then we set µi = g ◦ µt ◦ f

∣∣
ti
. If f reverses orientation
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in mapping ti to t, then we set µi = ι ◦ g ◦ µt ◦ f
∣∣
ti
. The functions µ1

and µ2 determine a homeomorphism from b to a subset of C, giving
a chart for b. This chart is compatible with the charts defined in the
previous paragraph. It is even true that e is an analytic arc in X. If
we define a chart for b using a closed disk other than D or a function
other than g, then we obtain another conformal structure on b. But
the identity map on b is a homeomorphism which maps one conformal
structure to the other in the complement of an analytic arc. As on
page 183 of [16], it follows that the identity map is conformal. Thus
our conformal structure on b is independent of the choice of D and g.
In this way a partial conformal structure on SR determines a conformal
structure on int(X) \ V , where V is the set of vertices of int(X), even
if X has folding butterflies. If D1 and D2 are open topological disks
in C with p ∈ D1, then a homeomorphism from D1 to D2 which is
conformal in D1 \ {p} is conformal even at p. From this it follows that
if the conformal structure on int(X) \ V extends to a vertex of int(X),
then that extension is unique.

We say that a partial conformal structure on SR is R-invariant if
the following holds. Suppose that we have 1) s ∈ F , 2) x ∈ s, 3)
an open neighborhood U of µs(x) in µs(s) and 4) s′ ∈ F such that σR
maps µ−1

s (U) injectively into s′. If σR preserves orientation in mapping
µ−1

s (U) to s′, then we require that (µs′ ◦ σR ◦ µ−1
s )

∣∣
U

is conformal. If

σR reverses orientation in mapping µ−1
s (U) to s′, then we require that

(µs′ ◦σR ◦µ−1
s )

∣∣
U

is anticonformal. Note that this condition is vacuous
if either σR(x) is a vertex of SR or x lies in the open edge of a folding
butterfly b of R(SR) such that b∩s contains x in its interior. If SR has
a partial conformal structure which is R-invariant, then we say that R
has an invariant partial conformal structure.

Suppose that A is a partial conformal structure on SR. Let X be an
oriented surface which is an R-complex. Suppose that A determines
a conformal structure on int(X). Let X denote a uniformization of
X. The cell structure of X is determined only up to a conformal
automorphism of the underlying space of X. If X is homeomorphic to
R2, then we take X to be either C or the open unit disk. We say that
X is parabolic if X is C, and we say that X is hyperbolic if X is
the open unit disk.

To say that an R-complex X is parabolic, we mean that some
partial conformal structure on SR determines a conformal structure on
X for which the uniformization of X is C. Similarly, to say that an
R-complex X is hyperbolic, we mean that some partial conformal
structure on SR determines a conformal structure on X for which the
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uniformization of X is the open unit disk. We will see in Remark 5.8
that if R has bounded valence with mesh approaching 0 and if X has
bounded valence, then the definitions of parabolic and hyperbolic are
independent of the conformal structure on SR.

4. Consequences of having a conformal structure

Our first result in this section shows the affects that invariant con-
formal structures have on expansion complexes.

Theorem 4.1. Let R be a finite subdivision rule with bounded va-
lence and mesh approaching 0, and let X be an oriented expansion
R-complex. Then every invariant partial conformal structure on SR
determines a conformal structure on X. For every such conformal
structure X is parabolic, and the expansion map of X is conformal.

Proof. Suppose that SR has an invariant partial conformal structure
A. Let V be the set of vertices of X. Let E be the set of open edges
of X whose butterflies are folding butterflies. As we saw in Section 3,
A determines a conformal structure on X \V in such a way that every
element of E is an analytic arc.

Let ϕ be the expansion map of X. Using the definitions, one checks
that ϕ is conformal at every point x ∈ X such that ϕ(x) /∈ V and
neither x nor ϕ(x) is contained in an element of E.

Let x ∈ X such that ϕ(x) ∈ e with e ∈ E. Let U be an open
neighborhood of ϕ(x) such that the intersection of U with the 1-skeleton
of X is U ∩ e. Then ϕ−1 is conformal in U away from the analytic arc
e. As on page 183 of [16], it follows that ϕ−1 is conformal in U and so
ϕ is conformal at x.

Now let x be a point of X such that ϕ(x) /∈ V but x ∈ e with e ∈ E.
Let U be an open neighborhood of x such that the intersection of U
with the 1-skeleton of X is U ∩ e. Then ϕ is conformal in U away
from the analytic arc e. As in the previous paragraph we see that ϕ is
conformal at x. Hence ϕ is conformal at every point x ∈ X such that
ϕ(x) /∈ V .

Next let x ∈ X \ V such that ϕ(x) ∈ V . Then there exists a deleted
neighborhood U of x which ϕ maps as a conformal homeomorphism
to a deleted neighborhood of ϕ(x). Since the conformal structure on
U extends to x, the conformal structure on X \ V extends to ϕ(x)
and ϕ is conformal at x. It follows inductively that the conformal
structure extends over any vertex v such that ϕ−n(v) is not a vertex
for some positive integer n. Lemma 2.9 and the discussion at the end of
Section 2 show that ϕ has a unique fixed point p and expands. Hence



20 J. W. CANNON, W. J. FLOYD, AND W. R. PARRY

the conformal structure on X \V extends to X \{p} and ϕ is conformal
on X \ {p}.

So now we have a conformal structure on X\{p}, and ϕ is a conformal
automorphism of X \ {p}. According to Theorem IV.6.1 on page 192
of [11], every Riemann surface with infinite cyclic fundamental group
is conformally equivalent to either C \ {0}, a punctured open disk, or
an open ring (annulus). Section V.4 of [11] discusses the conformal
automorphisms of these Riemann surfaces. The group of conformal
automorphisms of a punctured open disk consists of rotations, and the
group of conformal automorphisms of an open ring has a subgroup of
index 2 which consists of rotations. Since ϕ is a conformal automor-
phism of X\{p} whose square does not have the dynamics of a rotation,
it follows that X \ {p} is conformally equivalent to C \ {0}. Thus the
conformal structure on X \ {p} extends to X in such a way that X is
parabolic and ϕ is conformal.

This proves Theorem 4.1.

Theorem 4.2. Let R be a finite subdivision rule with bounded valence
and mesh approaching 0. Then every invariant partial conformal struc-
ture on SR is a conformal structure.

Proof. Suppose that SR has an invariant partial conformal structure A.
Let X be an oriented surface which is an R-complex with no folding
butterflies. We must show that the pullback to X of A determines a
conformal structure at every vertex of X in int(X). So let v be a vertex
of X in int(X).

Lemma 2.5 implies that there exists an R-subcomplex S of some
subdivision of X with v ∈ int(S) such that S is R-isomorphic to a seed
of some expansion RN -complex Y . We orient Y . Theorem 4.1 implies
that A determines a conformal structure on Y . In particular A deter-
mines a conformal structure on the subcomplex of Y corresponding to
S. It follows that the pullback to X of A extends to v.

This proves Theorem 4.2.

In this paragraph we make a definition to prepare for Lemma 4.3.
Let R be a finite subdivision rule, and let X be an R-complex homeo-
morphic to R2. Lemma 2.10 implies that every tile of X has a minimal
disk neighborhood. We say that X has finite disk neighborhood
type if there exist finitely many tiles t1, . . . , tn of X with minimal disk
neighborhoods D1, . . . , Dn having the following property. If t is a tile
of X with minimal disk neighborhood D, then there exists an integer
m ∈ {1, . . . , n} and an R-isomorphism f : Dm → D with f(tm) = t. If
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X has a conformal structure, then we say that X has finite confor-
mal disk neighborhood type if it is furthermore possible to choose
m and f so that f is conformal in int(Dm).

Lemma 4.3. Let R be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be a bounded valence R-complex homeomor-
phic to R2. Then there exists a nonnegative integer N such that the
R-complex RN(X) has finite disk neighborhood type. Moreover, if a
partial conformal structure on SR determines a conformal structure on
X, then RN(X) has finite conformal disk neighborhood type.

Proof. We may, and do, assume that X ⊆ C. Since X has bounded
valence, there exists a finite collection T of tiles of X such that if t is a
tile of X, then there exists s ∈ T and anR-isomorphism from star(s,X)
to star(t,X) taking s to t. Let s ∈ T , and let S = star(s,X). Then
there exists a real number ε > 0 such that the 2ε-neighborhood of s
is contained in S. Because the mesh of R approaches 0, there exists
a nonnegative integer N such that the mesh of RN(S) is less than ε.
Let t be a tile of RN(s), and let p ∈ t. Then the open disk B of radius
2ε centered at p is contained in S. Moreover, star(t,RN(X)) ⊆ B.
Lemma 2.10 implies that t has a minimal disk neighborhood relative
to RN(X) and that it is contained in B, hence in S. Since T is finite,
we may choose N to be independent of s.

Now let t1, . . . , tn be the tiles in
⋃

s∈T RN(s). Let D1, . . . , Dn be
the minimal disk neighborhoods of t1, . . . , tn relative to RN(X). Let t
be a tile of RN(X). Let t′ be the tile of X containing t. Then there
exists s ∈ T and an R-isomorphism f : star(s,X) → star(t′, X) taking
s to t′. It follows that if D is the minimal disk neighborhood of t
relative to RN(X), then there exists an integer m ∈ {1, . . . , n} such
that f(tm) = t and f(Dm) = D. This proves that RN(X) has finite
disk neighborhood type.

Finally, suppose that a partial conformal structure on SR determines
a conformal structure on X. Then the function f of the last paragraph
is conformal in int(star(s,X)). Hence f is conformal in int(Dm). Thus
RN(X) has finite conformal disk neighborhood type.

This proves Lemma 4.3.

Our next three theorems indicate how a conformal structure affects
shapes and sizes of subcomplexes of planar subdivision complexes. We
make a definition to prepare for Theorem 4.4. Let X be a subdivision
complex with underlying space R2. We say that X is almost round if
there exists a positive real number M such that if t is a tile of X, then
there exist concentric circular disks C and D with diameters c and d,
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respectively, such that C ⊆ t ⊆ D and d ≤ Mc. In this case we say
that X is almost round (M) to make M explicit.

Theorem 4.4. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Suppose that some partial conformal structure on
SR determines a conformal structure on a bounded valence R-complex
which is homeomorphic to R2. Let X ⊆ C be a uniformization of this
R-complex. Then X is almost round.

Proof. We begin by verifying that it suffices to prove Theorem 4.4 for
some subdivision of X. Let N be a nonnegative integer, and suppose
that RN(X) is almost round (M). There exists a positive integer K
such that every tile of X contains at most K tiles of RN(X). Let
t be a tile of X. Let s1, . . . , sk be the tiles of RN(t). Then there
exist concentric circular disks Ci and Di with diameters ci and di such
that Ci ⊆ si ⊆ Di and di ≤ Mci for i ∈ {1, . . . , k}. Suppose that
di = max{d1, . . . , dk}. Then Ci ⊆ t, and the diameter of t is at most

k∑
j=1

dj ≤ kdi ≤ Kdi ≤ KMci.

It follows that X is almost round (2KM).
We have shown that to prove Theorem 4.4 it suffices to prove it

for RN(X), where N is any nonnegative integer. Lemma 4.3 implies
that we may choose N so that RN(X) has finite conformal disk neigh-
borhood type. We fix such an integer N for the rest of this proof.
So RN(X) has finitely many disk neighborhoods D1, . . . , Dn of tiles
t1, . . . , tn such that if t is a tile of RN(X), then there exists a disk
neighborhood D of t, an integer m ∈ {1, . . . , n} and a cellular isomor-
phism f : Dm → D which is conformal in int(Dm) such that f(tm) = t.
For every positive real number r let Br = {z ∈ C : |z| < r}.

For every m ∈ {1, . . . , n} we apply the Riemann mapping theorem to
obtain a conformal homeomorphism gm : B1 → int(Dm) with gm(0) ∈
int(tm). Because there are only finitely many of these functions, there
exist real numbers r and R with 0 < r < R < 1 such that gm(Br) ⊆
tm ⊆ gm(BR) for every m ∈ {1, . . . , n}.

Let t be a tile ofRN(X). Then there exists a disk neighborhood D of
t, an integer m ∈ {1, . . . , n}, and a cellular isomorphism f : Dm → D
which is conformal in int(Dm) so that f(tm) = t. Let F be the map
gotten from f ◦ gm by translating f ◦ gm(0) to 0, so that F (0) = 0, and
scaling so that F ′(0) = 1. So F = h ◦ f ◦ gm, where h(z) = az + b for
some a, b ∈ C. Koebe’s distortion theorem in line 88 on page 217 of
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[16] implies that
r

(1 + r)2
≤ |F (z)| if |z| = r

and

|F (z)| ≤ R

(1−R)2
if |z| = R.

This means that h(t) contains the closed disk of radius r/(1 + r)2

centered at 0 and h(t) is contained in the closed disk of radius R/(1−
R)2 centered at 0. Since r and R are independent of t, it follows that
RN(X) is almost round.

This proves Theorem 4.4.

Theorem 4.5. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Suppose that some partial conformal structure on
SR determines a conformal structure on a bounded valence R-complex
which is homeomorphic to R2. Let X ⊆ C be a uniformization of this
R-complex. Then for every p ∈ C there exists a positive real number c,
which depends on p, with the following property. If t is a tile of X with
diameter δ such that the distance from t to p is d > 0, then δ ≤ cd.

Proof. We proceed much as in the proof of Theorem 4.4. We begin by
verifying that it suffices to prove Theorem 4.5 for some subdivision of
X. Let N be a nonnegative integer, let p ∈ C, and suppose that c is
a positive real number as in Theorem 4.5 relative to RN(X). There
exists a positive integer K such that every tile of X contains at most
K tiles of RN(X). Let t be a tile of X with p /∈ t. Let s be a tile of
RN(t) such that the distance d from s to p equals the distance from t
to p. Let δ be the diameter of s. We have δ ≤ cd. So the maximum
distance from a point of s to p is at most (1+c)d. One sees inductively
that the maximum distance from a point of t to p is at most (1+ c)Kd.
So the diameter of every tile of RN(t) is at most c(1 + c)Kd. So the
diameter of t is at most Kc(1+c)Kd. It follows that Theorem 4.5 holds
for X with c replaced by Kc(1 + c)K .

We have shown that to prove Theorem 4.5 it suffices to prove it
for RN(X), where N is any nonnegative integer. Lemma 4.3 implies
that we may choose N so that RN(X) has finite conformal disk neigh-
borhood type. We fix such an integer N for the rest of this proof.
So RN(X) has finitely many disk neighborhoods D1, . . . , Dn of tiles
t1, . . . , tn such that if t is a tile of RN(X), then there exists a disk
neighborhood D of t, an integer m ∈ {1, . . . , n}, and a cellular isomor-
phism f : Dm → D which is conformal in int(Dm) such that f(tm) = t.
For every positive real number r let Br = {z ∈ C : |z| < r}.
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For every m ∈ {1, . . . , n} and every q ∈ tm we apply the Riemann
mapping theorem to obtain a conformal homeomorphism gm,q : B1 →
int(Dm) with gm,q(0) = q. For a fixed m and varying q, the hyperbolic
diameters of the sets g−1

m,q(tm) are equal and these sets all contain 0. So
there exists a real number R with 0 < R < 1 such that tm ⊆ gm,q(BR)
for every m ∈ {1, . . . , n} and every q ∈ tm.

Let p ∈ C, and let t be a tile of RN(X). Let q′ be a point of t whose
distance from p is minimal. Then there exists a disk neighborhood D of
t, an integer m ∈ {1, . . . , n}, and a cellular isomorphism f : Dm → D
which is conformal in int(Dm) so that f(tm) = t. Assume that p /∈ D.
Let q = f−1(q′). Let F be the map gotten from f ◦gm,q by translating q′

to 0, so that F (0) = 0, and scaling so that F ′(0) = 1. So F = h◦f◦gm,q,
where h(z) = az + b for some a, b ∈ C. Now Koebe’s 1

4
-theorem [16,

page 214] implies that |h(p)| ≥ 1
4
, and Koebe’s distortion theorem in

line 88 on page 217 of [16] gives

|F (z)| ≤ R

(1−R)2
if |z| = R.

So the distance from h(t) to h(p) is at least 1/4 and the diameter of
h(t) is at most 2R/(1−R)2. Hence δ/d ≤ 8R/(1−R)2.

We have just proved Theorem 4.5 for the case in which p /∈ D.
Because there are only finitely many cellular isomorphism types of disk
neighborhoods such as D and each one is a finite CW complex, we have
just proved Theorem 4.5 for all but finitely many tiles t of RN(X).

Theorem 4.5 follows easily.

We need the following definitions for Theorem 4.6. If A is a bounded
subset of R2 with at least two points, then there exists a unique closed
metric disk D ⊆ R2 which contains A of minimal diameter: D ⊆ R2 is
a closed metric disk, A ⊆ D, and if D′ 6= D is a closed metric disk in
R2 such that A ⊆ D′, then the diameter of D is less than the diameter
of D′. We call D the circumscribing disk of A.

Now let X be a subdivision complex contained in R2. Given a sub-
complex Y of X and a nonnegative integer K, we let starK(Y,X) de-
note the K-fold star of Y in X. In other words, star0(Y,X) = Y and
if K > 0, then starK(Y,X) is the subcomplex of X whose points have
distance at most K− 1 from Y in the skinny path pseudometric on X.
If t is a tile of X and if K is a nonnegative integer, then we let δK(t)
be the diameter of the circumscribing disk of starK(t,X).

Theorem 4.6. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Suppose that some partial conformal structure on
SR determines a conformal structure on an expansion R-complex. Let
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X ⊆ C be a uniformization of this expansion R-complex. Let K be a
nonnegative integer. Then there exists a real number c with 0 < c < 1
such that if t is a tile of X, then δK(t) ≤ cδK+1(t).

Proof. Let ϕ be the expansion map of X. Lemma 4.3 implies that
there exists a nonnegative integer M such that RM(X) has finite disk
neighborhood type. Since ϕM : RM(X) → X is an R-isomorphism, X
has finite disk neighborhood type.

Because the mesh of R approaches 0, there exists a nonnegative
integer N with the following property. Let s be a tile of RN(X),
let t be the tile of X containing s, and let D be the minimal disk
neighborhood of t relative to X. Then starK(s,RN(X)) ⊆ int(RN(D)).
Hence starK(ϕN(s), X) ⊆ int(ϕN(D)). This means that ϕN(D) is a
disk neighborhood of starK(ϕN(s), X). Every tile of X has the form
ϕN(s) for some tile s of RN(X). Furthermore, because X has finite
disk neighborhood type, there are only finitely many R-isomorphism
classes of R-complexes of the form ϕN(D). Thus there exist finitely
many tiles t1, . . . , tn of X and minimal disk neighborhoods D1, . . . , Dn

of starK(t1, X), . . . , starK(tn, X) having the following property. If t is a
tile of X and if D is the minimal disk neighborhood of starK(t,X), then
there exist an integer m ∈ {1, . . . , n} and an R-isomorphism f : Dm →
D with f(starK(tm, X)) = starK(t,X). The conformal structure on X
is defined so that f is necessarily conformal in int(Dm). Let B be the
open unit disk in C. For every m ∈ {1, . . . , n} we apply the Riemann
mapping theorem to obtain a conformal homeomorphism gm : B →
int(Dm).

Now let t be a tile of X. Let D be the minimal disk neighborhood of
starK(t,X). The previous paragraph shows that there exist an integer
m ∈ {1, . . . , n} and an R-isomorphism f : Dm → D which is conformal
in int(Dm) such that f(starK(tm, X)) = starK(t,X). Let h be a linear
polynomial over C which maps the interior of the circumscribing disk
of starK+1(t,X) bijectively to B. Lemma 2.10 implies that h(D) ⊆ B.
The function h ◦ f ◦ gm : B → B is conformal, and so as in Theorem
3 of Section 1 of Chapter VIII of [13], it does not increase hyperbolic
distance. Because

g−1
m ◦ f−1(starK(t,X)) = g−1

m (starK(tm, X)),

there exists a bound independent of t on the hyperbolic diameter of the
circumscribing disk of g−1

m ◦f−1(starK(t,X)). Since h◦f◦gm does not in-
crease hyperbolic distance, there exists a bound independent of t on the
hyperbolic diameter of the circumscribing disk of h(starK(t,X)). Hence
there exists a real number c independent of t with 0 < c < 1 such that
the Euclidean diameter of the circumscribing disk of h(starK(t,X)) is
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less than 2c. Since h is a linear polynomial over C, it follows that
δK(t) ≤ cδK+1(t).

This proves Theorem 4.6.

With Theorems 4.4, 4.5, and 4.6 in hand, we have some control of
the shapes and sizes of tiles in planar subdivision complexes. The
next result involves the first application of these theorems. We refer
the reader to Section 1.2 of [5] for an introduction to combinatorial
conformality for finite subdivision rules. Given a subdivision complex
X, let S(X) denote the set of tiles of X. The “S” stands for shingling,
although this shingling is in fact a tiling.

Theorem 4.7. Let R be a finite subdivision rule with bounded valence
and mesh approaching 0. Suppose that R has an invariant partial con-
formal structure. Then R is conformal.

Proof. The finite subdivision rule R is conformal if (Y,R) is conformal
for every surface Y which has the structure of an R-complex. To say
that (Y,R) is conformal means that Axiom I and Axiom II of [3] hold in
some compact neighborhood of every point in int(Y ) for the sequence
of tilings {S(Rn(Y ))}.

So let Y be a surface which has the structure of an R-complex, and
let p ∈ int(Y ). Lemma 2.5 implies that there exists an R-subcomplex
S of some subdivision of Y with p ∈ int(S) such that S isR-isomorphic
to a seed of some expansionRN -complex X. We orient X. Theorem 4.1
implies that the invariant partial conformal structure on SR determines
a conformal structure on X, that X is parabolic, and that the expansion
map of X is conformal. Let X be a uniformization of X, and let ϕ be
the expansion map of X.

Since X has bounded valence, Theorem 4.4 implies that X is almost
round. Since ϕ is a conformal automorphism of C and ϕn : Rn(X) → X
is anR-isomorphism for every nonnegative integer n, it follows that the
sequence of tilings {S(Rn(X))} is almost round. In other words, there
exists a positive real number M such that Rn(X) is almost round (M)
for every nonnegative integer n. Now [3, Theorem 7.1] implies that the
sequence {S(Rn(X))} is conformal in X. In particular, it is conformal
in the subcomplex of X corresponding to S. Therefore the sequence of
tilings {S(Rn(Y ))} is conformal in S.

This proves Theorem 4.7.
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5. Modulus estimates

This section deals with combinatorial moduli. We refer the reader
to Section 1.2 of [5] for an introduction to combinatorial moduli in the
setting of finite subdivision rules.

In this paragraph we note a basic property of expansion maps related
to combinatorial moduli. Recall that if X is a subdivision complex,
then we let S(X) denote the shingling of X whose elements are the
tiles of X. Let R be a finite subdivision rule, and let X be an expan-
sion R-complex with expansion map ϕ. Let Y be either a quadrilateral
or a ring in X. Then because ϕ : R(X) → X is an R-isomorphism,
M(Y,S(R(X))) = M(ϕ(Y ),S(X)), where M denotes the fat flow mod-
ulus. More generally, M(Y,S(Rn(X))) = M(ϕn(Y ),S(X)) for every
nonnegative integer n. Of course, the corresponding equality also holds
for fat cut moduli. In this paper we work only with fat flow moduli
and fat cut moduli, not skinny flow moduli or skinny cut moduli.

Our first result in this section is the following preparatory lemma.

Lemma 5.1. Let R be a ring in R2. Let T be an almost round (M)
tiling of a subset of R2 which contains R. Let D denote the Euclidean
diameter of the inner boundary component of R, and let H denote the
Euclidean height of R. Let A denote the Lebesgue area of the union of
the tiles t in T such that t ∩R has nonzero Lebesgue area. Then

m(R, T ) ≤ 4M2A

πD2
and

πH2

4M2A
≤ M(R, T ).

Proof. We define a weight function ρ on T as follows. Let t ∈ T .
Because T is almost round (M), there exist concentric circular disks
C(t) and D(t) with diameters c(t) and d(t), respectively, such that
C(t) ⊆ t ⊆ D(t) and d(t) ≤ Mc(t). If the Lebesgue area of t ∩ R is 0,
then we set ρ(t) = 0. If the Lebesgue area of t ∩ R is not 0, then we
set ρ(t) = d(t). This defines ρ.

Let C be the inner boundary component of R. Since C is compact,
there exist points x1, x2 ∈ C such that the distance between x1 and x2 is
D. Let L be the line in R2 containing x1 and x2. Let R1 and R2 be the
rays in L based at x1 and x2, respectively, such that R1∩R2 = ∅. Let α
be a simple closed curve in R separating the ends of R. Then α meets
both R1 and R2. It follows that there exist distinct tiles t1, . . . , tk ∈ T
with nonzero ρ-weights which meet α such that t1∩R1 6= ∅, ti∩ti+1 6= ∅
for i ∈ {1, . . . , k − 1} and tk ∩ R2 6= ∅. From this it easily follows that
C(R, ρ) ≥ D. Similarly, H(R, ρ) ≥ H. Moreover, if t1, . . . , tp are the
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tiles of T with nonzero ρ-weights, then

A(R, ρ) =

p∑
i=1

d(ti)
2 ≤ M2

p∑
i=1

c(ti)
2 ≤ 4

π
M2A.

Thus

m(R, T ) ≤ m(R, ρ) =
A(R, ρ)

C(R, ρ)2
≤ 4M2A

πD2

and

M(R, T ) ≥ M(R, ρ) =
H(R, ρ)2

A(R, ρ)
≥ πH2

4M2A
.

This proves Lemma 5.1.

Intuitively, combinatorial moduli of large rings in almost round ex-
pansion complexes should be roughly the same as their classical moduli.
To a large extent this section consists of a collection of limited results of
this sort. Theorem 5.2 and Theorem 5.4 form a pair of such results and
Theorem 5.5 and Theorem 5.6 form another pair of such results. Taken
together, they give combinatorial criteria for determining whether an
expansion complex is hyperbolic or parabolic.

Theorem 5.2. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0, and let X be an expansion R-complex in R2 with
expansion map ϕ. Suppose that there exists an almost round tiling of
X which has bounded overlap with S(X). Then there exists a positive
real number K with the following property. If S is a ring in X and R
is a ring in the interior of S which separates the ends of S, then

m(R,S(Rn(X))) ≤ K
A(ϕn(S))

D(ϕn(S))2

for every nonnegative integer n, where A(ϕn(S)) denotes the Lebesgue
area of ϕn(S) and D(ϕn(S)) denotes the Euclidean diameter of the
inner boundary component of ϕn(S).

Proof. Let S be a ring in X, and let R be a ring in the interior of
S which separates the ends of S. According to the discussion at the
beginning of this section, m(R,S(Rn(X))) = m(ϕn(R),S(X)) for ev-
ery nonnegative integer n. We estimate the latter modulus. Let T
be an almost round (M) tiling of X which has bounded overlap with
S(X). The bounded overlap theorem [8, Theorem 4.3.1] implies that it
suffices to estimate m(ϕn(R), T ) instead of m(ϕn(R),S(X)). Because
the mesh of R approaches 0, given a positive integer q there exists
a positive integer N such that starq(R,S(Rn(X))) ⊆ S for n ≥ N ,
hence starq(ϕn(R),S(X)) ⊆ ϕn(S) for n ≥ N . Because T and S(X)
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have bounded overlap, it is therefore possible to choose N so large that
star(ϕn(R), T ) ⊆ ϕn(S) for every integer n ≥ N . Let n be an integer
with n ≥ N .

Lemma 5.1 implies that

m(ϕn(R), T ) ≤ 4M2A

πD2
,

where A is the Lebesgue area of the union of the tiles t in T for which
the Lebesgue area of t∩ϕn(R) is not 0 and D is the Euclidean diameter
of the inner boundary component of ϕn(R). Since star(ϕn(R), T ) ⊆
ϕn(S), we have A ≤ A(ϕn(S)). Clearly D ≥ D(ϕn(S)). Hence

m(ϕn(R), T ) ≤ 4M2

π

A(ϕn(S))

D(ϕn(S))2
.

This provides a bound of the desired sort for n ≥ N . We finish by
increasing the bound if necessary to handle the values of n less than
N .

This proves Theorem 5.2.

Corollary 5.3. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. If X is a hyperbolic expansion RN -complex, then
(X,R) is not conformal. Hence R is not conformal.

Proof. Let X be a hyperbolic RN -complex. To prove that (X,R) is
not conformal it suffices to prove that (X,RN) is not conformal. So we
assume without loss of generality that X is an expansion R-complex.
We may furthermore replace X by its uniformization. So X is the
open unit disk. Since X has bounded valence, Theorem 4.4 implies
that X is almost round. Hence the assumptions of Theorem 5.2 are
satisfied. Let S be a ring in X surrounding the fixed point of the ex-
pansion map ϕ. Let R be a ring in the interior of S which separates the
ends of S. Then the areas A(ϕn(S)) converge to 0, but the diameters
D(ϕn(S)) are bounded from 0. Theorem 5.2 implies that the moduli
m(R,S(Rn(X))) degenerate to 0. Thus (X,R) is not conformal, and
so R is not conformal.

Theorem 5.4. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be an almost round expansion R-complex
in R2 with expansion map ϕ. Then there exists a positive real number
K with the following property. If R is a ring in X which is a union of
tiles of X, then

K
H(ϕn(R))2

A(ϕn(R))
≤ M(R,S(Rn(X)))
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for every nonnegative integer n, where A(ϕn(R)) denotes the Lebesgue
area of ϕn(R) and H(ϕn(R)) denotes the Euclidean height of ϕn(R).

Proof. Let n be a nonnegative integer. According to the discussion at
the beginning of this section, M(R,S(Rn(X))) = M(ϕn(R),S(X)).
We estimate the latter modulus.

The tiling S(X) is almost round (M) for some positive real number
M . Hence Lemma 5.1 implies that

M(ϕn(R),S(X)) ≥ π

4M2

H(ϕn(R))2

A(ϕn(R))
.

This proves Theorem 5.4.

We next show that large rings have large combinatorial moduli in
bounded valence parabolic subdivision complexes.

Theorem 5.5. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be a bounded valence parabolic R-complex.
Let R1, R2, R3, . . . be rings in X whose inner boundary components are
contained in a fixed compact set such that for every compact subset C of
X there is a positive integer I for which the outer boundary component
of Ri encircles C for every integer i ≥ I. Then limi→∞M(Ri,S(X)) =
∞.

Proof. To prove Theorem 5.5 we may replace X by its uniformization,
so we assume that the underlying space of X is C. Theorem 4.4 implies
that X is almost round (M) for some positive real number M . We may
choose coordinates in the plane so that the inner boundary components
of R1, R2, R3, . . . are encircled by the unit circle. We employ the tin
can argument, which appears in the proof of [3, Proposition 4.0.3] as
well as in Sections 3 and 5 of [4]. For every real number r set

Dr = {z ∈ C : |z| ≤ er}.
In this paragraph we show that there exists a positive integer L with

the following property. If t is a tile of X and r is a nonnegative real
number such that t ∩ Dr 6= ∅, then t ⊆ Dr+L. To begin the proof of
this, we note that Theorem 4.5 implies that there exists a positive real
number c with the following property. If t is a tile of X with diameter
δ such that the distance from t to 0 is d > 0, then δ ≤ cd. We choose
L to be a positive integer such that eL is greater than the diameter of
every tile of X which contains 0 and 1 + c ≤ eL. Now let t be a tile
of X, and let r be a nonnegative real number such that t ∩ Dr 6= ∅.
If 0 ∈ t, then t ⊆ DL ⊆ Dr+L. If 0 /∈ t, then the diameter of t is
at most cer, and so the distance from 0 to every point of t is at most
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(1 + c)er ≤ eL · er = er+L. Hence t ⊆ Dr+L. Thus L has the desired
property.

Now let N be a positive integer. By assumption there exists a posi-
tive integer I such that the outer boundary component of Ri encircles
DN for every integer i ≥ I. We fix I and an integer i ≥ I. For every
n ∈ {1, . . . , N} set

Cn = {t ∈ S(X) : t ∩Dn−1 = ∅ but t ∩Dn 6= ∅}.
Let C0 = {t ∈ S(X) : t∩D0 6= ∅}, and let C∞ = S(X)\(C0∪· · ·∪CN).
Then S(X) is the disjoint union of C0, C1, . . . , CN , C∞. Define a weight
function ρ on S(X) so that if t is a tile of S(X), then ρ(t) is the diameter
of t. Define another weight function ρ′ on S(X) so that if t ∈ C∞, then
ρ′(t) = 0, and if t ∈ Cn with n ∈ {0, . . . , N}, then

ρ′(t) = ρ(t)
e1−n

e− 1
.

In this paragraph we estimate the ρ′-height H(Ri, ρ
′) of Ri. Let γ

be a curve in Ri joining the ends of Ri. Then for every n ∈ {1, . . . , N}
there exists an open subcurve γn of γ irreducibly joining Dn−1 and
C \Dn. The second paragraph of this proof implies that no tile of X
meets more that L+1 of the curves γ1, . . . , γN . So the ρ′-length of γ is
at least 1/(L+1) times the sum of the ρ′-lengths of γ1, . . . , γN . Let n ∈
{1, . . . , N}. As in the second paragraph of the proof of Theorem 5.4,
we see that the ρ-length of γn is at least en−en−1 = en−1(e−1). Every
tile t in S(X) which meets γn is contained in C0 ∪ · · · ∪Cn. Hence the
ρ′-weight of every tile which meets γn is at least e1−n/(e− 1) times the
ρ-weight of that tile. Hence the ρ′-length of γn is at least

en−1(e− 1)
e1−n

e− 1
= 1.

Thus the ρ′-length of γ is at least N/(L + 1), and so H(Ri, ρ
′) ≥

N/(L + 1).
In this paragraph we estimate the ρ′-area A(Ri, ρ

′) of Ri. Since every
tile in S(X) of positive ρ′-weight meets DN ,

A(Ri, ρ
′) ≤ A(DN , ρ′) ≤

N∑
n=0

A(Dn, ρ)

(
e1−n

e− 1

)2

.

Let t ∈ C0 ∪ · · · ∪ CN . Since the tiles in S(X) are almost round (M),
there exist concentric circular disks C and D with diameters c and d,
respectively, such that C ⊆ t ⊆ D and d ≤ Mc. Hence

ρ2(t) ≤ d2 ≤ M2c2 = M2 4

π
A(C),
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where A(C) is the Lebesgue area of C. Let n ∈ {0, . . . , N}. The choice
of L implies that every tile in S(X) which meets Dn is contained in
Dn+L. Hence the ρ-area of Dn is at most 4M2/π times the Lebesgue
area of Dn+L:

A(Dn, ρ) ≤ 4M2e2(n+L).

Hence we may choose the constant M so large that

A(Dn, ρ)

(
e1−n

e− 1

)2

≤ 4M2e2(n+L)

(
e1−n

e− 1

)2

= 4M2

(
eL+1

e− 1

)2

≤ M3.

Thus

A(Ri, ρ
′) ≤

N∑
n=0

A(Dn, ρ)

(
e1−n

e− 1

)2

≤
N∑

n=0

M3 = (N + 1)M3.

Thus

M(Ri,S(X)) ≥ H(Ri, ρ
′)2

A(Ri, ρ′)
≥ N2

(L + 1)2

1

(N + 1)M3
.

Since N can be taken arbitrarily large, it follows that limi→∞M(Ri,S(X)) =
∞.

This proves Theorem 5.5.

Theorem 5.6. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be a bounded valence hyperbolic R-complex.
Let D be an open topological disk in X. Then there exists a positive
real number K(D) such that if R is a ring in X surrounding D, then
M(R,S(X)) ≤ K(D). Furthermore if D1 ⊆ D2 ⊆ D3 ⊆ . . . are open
topological disks in X such that

⋃∞
i=1 Di = X, then limi→∞K(Di) = 0.

Proof. To prove Theorem 5.6 we may replace X by its uniformization.
So we assume that X is the open unit disk. Theorem 4.4 implies that
X is almost round (M) for some positive real number M . Let d be the
diameter of D. Let a be the Lebesgue area of the union of all tiles in
S(X) which are not contained in D.

Let R be a ring in X surrounding D. Lemma 5.1 implies that

m(R,S(X)) ≤ 4M2A

π∆2
,

where A is the Lebesgue area of the union of the tiles t of X for which
the Lebesgue area of t∩R is not 0 and ∆ is the Euclidean diameter of
the inner boundary component of R. Since the tiles t of X which meet
R are not contained in D, it follows that A ≤ a. Clearly ∆ ≥ d. Thus

m(R,S(X)) ≤ 4M2a

πd2
.
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Now the bounded valence theorem [4, Theorem 1.6] implies that
there exists a positive integer L, which is independent of D, such that
M(R,S(X)) ≤ Lm(R,S(X)). So M(R,S(X)) ≤ 4LM2a/πd2. This
proves the first statement of Theorem 5.6. The second statement of
Theorem 5.6 follows from the fact that in the limit, the area a goes to
0 while the diameter d is bounded from 0.

This proves Theorem 5.6.

Corollary 5.7. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be a bounded valence R-complex which is
homeomorphic to R2. Suppose that SR has a partial conformal struc-
ture A such that the pullback of A to X determines a conformal struc-
ture on X and the pullback of A to R(X) determines a conformal
structure on R(X). Then X is parabolic, respectively hyperbolic, if and
only if R(X) is parabolic, respectively hyperbolic.

Proof. This follows easily from Theorem 5.5, Theorem 5.6, and the
bounded overlap theorem [8, Theorem 4.3.1].

Remark 5.8. Let R be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be a bounded valence R-complex which is
homeomorphic to R2. In Section 3 we define X to be either parabolic
or hyperbolic by means of a partial conformal structure on SR. Theo-
rems 5.5 and 5.6 show that this definition is independent of the partial
conformal structure used.

6. Expansion map approximations

Let R be a finite subdivision rule, and let X be an expansion R-
complex with expansion map ϕ. Let d be the skinny path pseudometric
on X, as defined in the paragraph before Lemma 2.7. In the paragraph
before Lemma 2.7 we defined a pseudometric dn on X for every non-
negative integer n so that if x, y ∈ X, then dn(x, y) = d(ϕn(x), ϕn(y)).
We now allow n to be any integer. Thus if n ∈ Z and if x, y ∈ X, then
dn(x, y) is the smallest nonnegative integer m such that there exist tiles
t0, . . . , tm of X for which ϕn(x) ∈ t0, ϕn(y) ∈ tm, and ti ∩ ti+1 6= ∅ for
i ∈ {0, . . . ,m− 1}. If n is a nonnegative integer, then dn is the skinny
path pseudometric for the complex Rn(X). Two immediate facts are
that dn(x, y) = dn−1(ϕ(x), ϕ(y)) and dn−1(x, y) ≤ dn(x, y) for every
x, y ∈ X and every integer n.

Our next result states that if a function ψ uniformly approximates an
expansion map ϕ with respect to the skinny path pseudometric, then
the sequence of functions {ϕ−n ◦ ψn} converges uniformly on compact
subsets.
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Theorem 6.1. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be an expansion R-complex with expansion
map ϕ and skinny path pseudometric d. Suppose that ψ : X → X is a
function such that there exists a positive integer K with the property
that d(ϕ(x), ψ(x)) ≤ K for every x ∈ X. Then

(1) there exists a positive integer L for which d−n(ϕn(x), ψn(x)) ≤ L
for every x ∈ X and every nonnegative integer n, and

(2) the sequence of functions {ϕ−n ◦ψn} converges to a function from
X to X, the convergence being uniform on compact subsets.

Proof. According to Lemma 2.7, because the mesh of R approaches 0
there exists a positive integer N with the following property. Let Y
be an R-complex and let x and y be points in Y such that the skinny
path distance between x and y is at least 2. Then the skinny path
distance between x and y relative to RN(Y ) is at least 2 times the
skinny path distance between x and y relative to Y . It follows that
there exists a positive integer p such that the skinny path distance
between x and y relative to Rp(Y ) is at least pK + 2. Thus if x, y ∈ X
and dn(x, y) ≤ pK + 1 for some integer n, then dn−p(x, y) ≤ 1.

In this paragraph we prove by induction that d−n(ϕn(x), ψn(x)) ≤
nK for every x ∈ X and for every positive integer n. First suppose
that n = 1. We have assumed that d(ϕ(x), ψ(x)) ≤ K for every x ∈ X.
Since d(w, z) = d0(w, z) ≥ d−1(w, z) for every w, z ∈ X, it follows that
d−1(ϕ(x), ψ(x)) ≤ K for every x ∈ X. So let n ≥ 2 be an integer, and
suppose that

d1−n(ϕn−1(x), ψn−1(x)) ≤ (n− 1)K

for every x ∈ X. Let x ∈ X. It follows that

d−n(ϕn(x), ϕ(ψn−1(x))) ≤ (n− 1)K.

The previous case (n = 1) yields

d−1(ϕ(ψn−1(x)), ψ(ψn−1(x))) ≤ K.

Hence d−n(ϕ(ψn−1(x)), ψn(x)) ≤ K. The triangle inequality now gives
that d−n(ϕn(x), ψn(x)) ≤ nK, as desired.

We complete the proof of statement 1 in this paragraph. Set L =
pK + 1. Let x ∈ X, and let n be a nonnegative integer. Statement 1
is trivially true if n = 0, so suppose that n > 0. Let q and r be the
nonnegative integers for which n = pq + r with 1 ≤ r ≤ p. We prove
by induction on m ∈ {0, . . . , q} that

d−pm−r(ϕ
pm+r(ψp(q−m)(x)), ψn(x)) ≤ L.(6.2)
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To begin, note that the previous paragraph implies that

d−r(ϕ
r(ψpq(x)), ψr(ψpq(x)) ≤ rK.

Hence line 6.2 is true if m = 0. Now suppose that line 6.2 is true
for m = k ∈ {0, . . . , q − 1}. Line 6.2 and the conclusion of the first
paragraph of the proof of Theorem 6.1 imply that

d−p(k+1)−r(ϕ
pk+r(ψp(q−k)(x)), ψn(x)) ≤ 1.(6.3)

The previous paragraph implies that

d−p(ϕ
p(ψp(q−k−1)(x)), ψp(ψp(q−k−1)(x)) ≤ pK.

Hence

d−p(k+1)−r(ϕ
p(k+1)+r(ψp(q−k−1)(x)), ϕpk+r(ψp(q−k)(x))) ≤ pK.(6.4)

Lines 6.3 and 6.4 and the triangle inequality imply that line 6.2 is true
for m = k + 1. Thus line 6.2 is true for m = q, which proves statement
1 of Theorem 6.1.

We now turn to the proof of statement 2. For convenience, we assume
that X ⊆ R2. Let C be a compact subset of X. By statement 1, there
exists a positive integer L for which d−n(ϕn(x), ψn(x)) ≤ L for every
nonnegative integer n and every x ∈ C. Hence d(x, ϕ−n(ψn(x))) ≤ L
for every nonnegative integer n and every x ∈ C. Thus there exists a
compact subset C ′ of X which contains every sequence {ϕ−n(ψn(x))}
for x ∈ C. Let ε be a positive real number. Because the mesh of R
approaches 0, there exists a positive integer m such that if y, z ∈ C ′

with dm(y, z) ≤ L, then |y − z| < ε. Let n be an integer with n ≥ m.
Statement 1 implies for every x ∈ C that

dm−n(ϕn−m(ψm(x)), ψn−m(ψm(x))) ≤ L,

hence

dm(ϕ−m(ψm(x)), ϕ−n(ψn(x))) ≤ L

and so

|ϕ−m(ψm(x))− ϕ−n(ψn(x))| < ε.

This implies that the sequences {ϕ−n(ψn(x))} are uniformly Cauchy
for x ∈ C. This proves statement 2 of Theorem 6.1.

The proof of Theorem 6.1 is complete.

We next show that under the further assumption that the mesh of the
sequence of tilings {ψ−n(S(X))} locally approaches 0, ψ is the expan-
sion map for an expansion complex X ′ that is topologically conjugate
to X.
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Theorem 6.5. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be an expansion R-complex with expansion
map ϕ and skinny path pseudometric d. Suppose that ψ : X → X is a
homeomorphism such that there exists a positive integer K for which
d(ϕ(x), ψ(x)) ≤ K for every x ∈ X. Furthermore suppose that the
mesh of the sequence of tilings {ψ−n(S(X))} locally approaches 0. Then
there exists an expansion R-complex X ′ whose underlying space equals
the underlying space of X with expansion map ψ such that S(X ′) has
bounded overlap with S(X) and the sequence of functions {ψ−n ◦ ϕn}
converges to an R-isomorphism ρ : X → X ′ with ρ ◦ ϕ = ψ ◦ ρ.

Proof. The assumptions of Theorem 6.1 are satisfied, so its conclusions
hold. With the additional assumptions here, we will prove that the
sequence of functions {ψ−n ◦ ϕn} also converges to a function from X
to X. For convenience, we assume that X ⊆ R2.

Let C be a compact subset of X. By statement 1 of Theorem 6.1,
there exists a positive integer L such that d−n(ϕn(x), ψn(x)) ≤ L for ev-
ery x ∈ X and every nonnegative integer n. Hence d(x, ϕ−n(ψn(x))) ≤
L for every x ∈ X and every nonnegative integer n. Given y ∈ X,
choosing x = ψ−n(ϕn(y)) gives that d(ψ−n(ϕn(y)), y) ≤ L for every
nonnegative integer n. Thus there exists a compact subset C ′ of X
which contains every sequence {ψ−n(ϕn(x))} for x ∈ C. Let ε be
a positive real number. Because the mesh of {ψ−n(S(X))} locally
approaches 0, there exists a positive integer m such that if u, v ∈
C ′ and the skinny path distance relative to ψ−m(S(X)) between u
and v is at most L, then |u − v| < ε. Let n be an integer with
n ≥ m, and let x ∈ C. Let y = ϕm(x). Then, as before in this
paragraph, d(ψm−n(ϕn−m(y)), y) ≤ L, so d(ψm−n(ϕn(x)), ϕm(x)) ≤ L.
This implies that the skinny path distance relative to ψ−m(S(X)) be-
tween u = ψ−n(ϕn(x)) and v = ψ−m(ϕm(x)) is at most L, and so
|ψ−n(ϕn(x)) − ψ−m(ϕm(x))| < ε. Hence the sequences {ψ−n(ϕn(x))}
are uniformly Cauchy for x ∈ C. This proves that the sequence of
functions {ψ−n ◦ ϕn} converges to a function ρ : X → X. Since the
sequence {ϕ−n ◦ψn} also converges, it is easy to see that ρ is a homeo-
morphism and that ρ◦ϕ = ψ ◦ρ. It is now a straightforward matter to
define an R-complex X ′ whose underlying space equals the underlying
space of X such that ρ : X → X ′ is an R-isomorphism and ψ is the
expansion map of X ′.

It remains to prove that S(X) and S(X ′) have bounded overlap.
We have seen for every y ∈ X and every nonnegative integer n that
d(ψ−n(ϕn(y)), y) ≤ L. Hence d(ρ(y), y) ≤ L for every y ∈ X. Since X
has bounded valence, there is a constant M such that each tile of X ′
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intersects at most M tiles of X and each tile of X intersects at most
M tiles of X ′.

This completes the proof of Theorem 6.5.

The assumption in Theorem 6.5 about the mesh of the sequence of
tilings locally approaching 0 is inconvenient. The next result shows
that it holds in all cases currently of interest to us.

Theorem 6.6. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be an expansion R-complex with expansion
map ϕ and skinny path pseudometric d. Suppose that some partial
conformal structure on SR determines a conformal structure on X.
Suppose that ψ : X → X is a conformal homeomorphism such that
there exists a positive integer K for which d(ϕ(x), ψ(x)) ≤ K for every
x ∈ X. Then X is parabolic and the mesh of the sequence of tilings
{ψ−n(S(X))} locally approaches 0.

Proof. We begin by investigating the dynamics of ψ. Lemma 2.9 implies
that ϕ fixes a point p ∈ X. Statement 1 of Theorem 6.1 implies that
there exists a positive integer L for which d−n(ϕn(x), ψn(x)) ≤ L for ev-
ery x ∈ X and every nonnegative integer n. Hence d(x, ϕ−n(ψn(x))) ≤
L for every x ∈ X and every nonnegative integer n. Since ϕ expands,
if the sequence {ψn(y)} is bounded relative to d for some y ∈ X, then
d(ϕ−n(ψn(y)), p) = 0 for n À 0. The triangle inequality applied to this
and the previous inequality with x = y shows that d(y, p) ≤ L. Thus
there exists y ∈ X such that {ψn(y)} is unbounded relative to d. On
the other hand, taking x = ψ−n(p), we see that d(ψ−n(p), ϕ−n(p)) ≤ L
for every nonnegative integer n. Hence d(ψ−n(p), p) ≤ L for every non-
negative integer n. So the sequence {ψ−n(p)} is bounded relative to d.
We have proved the following basic fact concerning the dynamics of ψ.
The positive powers of ψ applied to some element of X do not lie in a
bounded set and the negative powers of ψ applied to another element
of X lie in a bounded set. No conformal automorphism of the open
unit disk has this property. Thus X is parabolic. Hence we may, and
do, assume that the underlying space of X is C and that ψ(z) = az + b
for some a, b ∈ C. Now one checks that the preceding basic fact con-
cerning the dynamics of ψ implies that |a| > 1. Because a 6= 1, the
function ψ fixes some complex number. We may choose coordinates so
that ψ(0) = 0. Thus ψ(z) = az for some a ∈ C with |a| > 1.

In this paragraph we show that it suffices to prove Theorem 6.6
for RN , where N is any positive integer. So let N be a positive in-
teger. Then RN is a bounded valence finite subdivision rule whose
mesh approaches 0. We have that X is an expansion RN -complex
with expansion map ϕN and skinny path pseudometric d. Moreover,
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from the previous paragraph we have that ψN : X → X is a confor-
mal homeomorphism such that there exists a positive integer L for
which d−N(ϕN(x), ψN(x)) ≤ L for every x ∈ X. It follows that there
exists a positive integer M such that d(ϕN(x), ψN(x)) ≤ M for ev-
ery x ∈ X. Hence the hypotheses of Theorem 6.6 for R, X, ϕ and
ψ imply the corresponding properties for RN , X, ϕN and ψN . The
conclusion of Theorem 6.6 for the latter case implies that if B is a
closed metric ball in C centered at 0, then the mesh of the sequence of
tilings {ψ−nN(S(X))} approaches 0 on B. Because ψ(z) = az for every
z ∈ C, it follows that the mesh of the sequence of tilings {ψ−n(S(X))}
approaches 0 on ψ−N(B).

Thus to prove Theorem 6.6, we may replaceR byRN for any positive
integer N . We choose N as in Lemma 2.7. Therefore in addition to the
assumptions in Theorem 6.6, we also have that if x and y are points of
X such that d(x, y) ≥ 2, then d(ϕ(x), ϕ(y)) ≥ 2d(x, y).

Let s be a tile of X, and let t be a tile of ϕ(s). In this paragraph
we prove that starK+1(t,X) ⊆ ψ(starK(s,X)). For this, let x ∈ int(s)
such that ϕ(x) ∈ int(t) and let y be a point in X \ starK(s,X). Then
d(x, y) ≥ K + 1 ≥ 2. The new assumption from the last paragraph
implies that d(ϕ(x), ϕ(y)) ≥ 2K + 2. The last original assumption
implies that d(ϕ(y), ψ(y)) ≤ K. Combining the last two inequali-
ties gives d(ϕ(x), ψ(y)) ≥ K + 2. This implies that starK+1(t,X) ⊆
ψ(starK(s,X)), as desired.

In this paragraph we choose a subcomplex of X and a real number.
Let S be a finite R-subcomplex of X which contains a seed of X. As
in the first paragraph of this proof, there exists a positive integer L
for which d(x, ϕ−n(ψn(x))) ≤ L for every x ∈ S and every nonnegative
integer n. It follows that ϕ−n(ψn(S)) ⊆ starL(S,X) for every nonneg-
ative integer n. Let T = starL(S,X). Then T is a finite subcomplex
of X containing S such that S ⊆ ψ−n(ϕn(T )) for every nonnegative
integer n. As in Theorem 4.6, for every tile t of X we let δK(t) be
the diameter of the circumscribing disk of starK(t,X). Theorem 4.6
implies that there exists a real number c with 0 < c < 1 such that
δK(t) ≤ cδK+1(t) for every tile t of X. We choose c so that c ≥ |a|−1,
which is possible because |a| > 1. Let D be a real number such that
δK(t) ≤ D for every tile t of T .

Since the complex T contains a seed of X, we have that X =⋃∞
n=0 ϕn(T ). In this paragraph we prove by induction on n that, if t is

any tile of X and n is the least nonnegative integer such that t ⊆ ϕn(T ),
then δK(t) ≤ |a|ncnD. This inequality holds for n = 0 by the definition
of D. So suppose that n > 0 and that the inequality holds for n−1. Let
s be the tile of X such that t ⊆ ϕ(s). Then s ⊆ ϕn−1(T ). By induction
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we have that δK(s) ≤ |a|n−1cn−1D. Thus the diameter of the circum-
scribing disk of ψ(starK(s,X)) is at most |a|ncn−1D. We proved that
starK+1(t,X) ⊆ ψ(starK(s,X)), and so δK+1(t) ≤ |a|ncn−1D. Since
δK(t) ≤ cδK+1(t), we have that δK(t) ≤ |a|ncnD, as desired.

Now let n be a nonnegative integer, and let t be a tile of ϕn(T ). Ac-
cording to the last paragraph, there exists an integer m with 0 ≤ m ≤ n
such that δK(t) ≤ |a|mcmD. But |a|mcmD ≤ |a|ncnD because |a|c ≥ 1.
So the circumscribing disk of ψ−n(t) has diameter at most cnD. Since
S ⊆ ψ−n(ϕn(T )) for every nonnegative integer n, this implies that
the mesh of the sequence of tilings {ψ−n(S(X))} approaches 0 on S.
Since S is any finite R-subcomplex of X which contains a seed of X,
it follows that the mesh of the sequence of tilings {ψ−n(S(X))} locally
approaches 0.

This proves Theorem 6.6.

Theorem 6.7. LetR be a bounded valence finite subdivision rule whose
mesh approaches 0. Let X be an expansion R-complex with expansion
map ϕ such that X = R2. Suppose that there exists an almost round
tiling T of R2 which has bounded overlap with S(X). Furthermore
suppose that ϕ is an R-linear map. Then (X,R) is conformal if and
only if either ϕ is a scalar map or the eigenvalues of ϕ are not real
numbers.

Proof. Let ρ : R2 → R2 be an R-linear isomorphism. We may use
ρ to define a new expansion R-complex X ′ such that ρ : X → X ′ is
an R-isomorphism and the expansion map of X ′ is ρ ◦ ϕ ◦ ρ−1. A
straightforward verification shows that ρ preserves the property of al-
most roundness. Since T is an almost round tiling of R2 which has
bounded overlap with S(X), it follows that ρ(T ) is an almost round
tiling of R2 which has bounded overlap with S(X ′). Hence we may
replace ϕ by ρ ◦ ϕ ◦ ρ−1. Hence we may replace the matrix of ϕ with
respect to the standard basis of R2 by any similar matrix.

First suppose that ϕ has an eigenvalue λ = a + ib with a, b ∈ R and
b 6= 0. There exists a nonzero λ-eigenvector for ϕ in C2. Let u + iv
be a nonzero λ-eigenvector for ϕ with u, v ∈ R2. and a A standard
argument shows that {u, v} is a basis for R2 and that with respect to

this basis the matrix of ϕ is

(
a b
−b a

)
. But when R2 is identified

with C as usual, this is the matrix of the map ψ : C → C given by
ψ(z) = λz for every z ∈ C. The previous paragraph shows that we
may replace ϕ by ψ.

Since the mesh of R approaches 0, the mesh of the sequence of
tilings {ϕ−n(S(X))} locally approaches 0. Since T has bounded overlap
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with S(X), it follows that the mesh of {ϕ−n(T )} locally approaches 0.
Since T is almost round and ϕ is now given by multiplication by a
nonzero complex number, it follows that ϕ−n(T ) is almost round (M)
with respect to a fixed M for every nonnegative integer n. Hence [3,
Theorem 7.1] implies that the sequence {ϕ−n(T )} is conformal on every
compact subset of R2. Now the bounded overlap theorem [8, Theorem
4.3.1] implies that (X,R) is conformal.

Next suppose that the eigenvalues of ϕ are real numbers. Then we
may assume that the matrix of ϕ with respect to the standard basis of
R2 is in Jordan canonical form. The possibilities are as follows.(

λ 0
0 λ

) (
λ 0
0 µ

) (
λ 0
1 λ

)
We may assume that |λ| < |µ|. Clearly λ and µ are not 0.

In the case of a scalar matrix, it is possible to prove that (X,R) is
conformal using the last paragraph of the argument used for the case
in which the eigenvalues of ϕ are not real.

Now suppose that the matrix of ϕ with respect to the standard basis

of R2 has the form

(
λ 0
0 µ

)
with |λ| < |µ|. Let S be a ring in R2

surrounding 0, and let R be a ring in the interior of S which separates
the ends of S. Theorem 5.2 states that

m(R,S(Rn(X))) ≤ K
A(ϕn(S))

D(ϕn(S))2

for some positive real number K and every nonnegative integer n. Be-
cause areas are multiplied by absolute values of determinants, we have
that A(ϕn(S)) ≤ K1|λµ|n for some positive real number K1 and for
every nonnegative integer n. Because the inner boundary component
of S meets the µ-eigenspace of ϕ, we have that D(ϕn(S)) ≥ K2|µ|n
for some positive real number K2 and for every nonnegative integer
n. Hence the moduli m(R,S(Rn(X))) degenerate to 0. It follows that
(X,R) is not conformal.

Finally suppose that the matrix of ϕ with respect to the standard

basis of R2 has the form

(
λ 0
1 λ

)
. For every nonnegative integer n,

(
λ 0
1 λ

)n

=

(
λn 0

nλn−1 λn

)
.

We argue as in the previous paragraph. In this case we have an area
estimate of the form A(ϕn(S)) ≤ K1λ

2n, and we have a diameter
estimate of the form D(ϕn(S)) ≥ K2n|λ|n. As before, the moduli
m(R,S(Rn(X))) degenerate to 0, and (X,R) is not conformal.
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This proves Theorem 6.7.

The one-tile single valence finite subdivision rules of [7] provide an
interesting class of examples to which Theorem 6.7 applies.
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