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CHAPTER 7 SYSTEMS OF First - ORDER

LINEAR EQUATIONS

§ Introduction
.

Real systems usually involve several interconnectedcomponentsand several variables
.

Typically we may consider

- One independent variable E
- Several dependent variables Kelt )

, Kalt )
,

. . .

Example : mass - spring systems
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This is a second order system ,
but it can he transformed

into a first- order one by introducing vetoingvariables :
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Another example : LRC circuit in parallel.
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Any n - th order ODE :

③
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Introduce
, auxiliary variables Kj =y
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A solution of a system with n unknowns consistsof
• interval I

• n functions , differentiable on I
,

such that

MI 4,14 ,  .
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, an
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satisfy the system of differentiable equations .

Initial conditions are n conditions
n
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, ,

. . .

, kn Lto ) = sin where to C- I
.

An initial value problem L Ivp ) is a system of
n equations with initial conditions :
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Existence of solutions for a general Islander system :

Ofi
If F

, ,
. .
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,
Fn and with It is jen are continuous

in a region  of space delimited by act do
, aj  exists ;

including to
, up ,

. . .

, xin then the IVP has a unique solution

③
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,
aktothfb .



④
Linear systems have the general form

K 's = a
"

I t ) Ke t  . . .
t

am
Lt ) an t f ,
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, t . . .tanninan tfi
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Vector notation :

4¥44 =

Alt
) I' let t F' let

- T T
- jet i forcing

Tilt ) :NYT solution Alt ) : nxn matrix nxt vector of
vector of differentiable of continuous functions continuous

functions on interval I on interval I functions .

The system is homogeneous if Is = 8
Otherwise

,
non - homogeneous .

An IVP can he written in this compact notation :

I' '
let = Alt ) I' It ) t f-

'
It )

Tito ) = Yeo -

- µ!g)
Previously introduced principles apply :

* Superposition principle :

take  t forcing Ju let - A solutions I' hut

④
then combination C
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'
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* Non - homogeneous principle :

⑤

in Ltl = Ii htt ) t Tip It )
T T T

General solution General solution Particular
non - homogeneous Eystein homogeneous system solution

§ 7.2 Matrices
. Elementary linear algebra

A matrix is a table of numbers
,

with m rows
,

n columns .

↳ mxn matrix ( also
: order min )

at:÷÷÷:A vector is a matrix for which either
M -

- I . row vector
or n

-
- I

'

: column vector

Operations on matrices :

① Equality : * same order
* All corresponding entries are equal

⑤



⑥
① Addition : If two matrices A

, B have same order
,

At B is the matrix obtained by adding
the corresponding entries of A and B :

[ AtB) i
, ;

 = A
ij t Bij

D¥enty on

ith row
, j - th column

.

⑦ Subtraction : If two matrices A
, B have same order

,

A - B is the matrix obtained by subtracting
the corresponding entries of A and B :

[ A - B ] i ;
 = A

ij
-

Bij

④ Multiplication by a number ( scalar )

. Any matrix can he multiplied by any real or complex
number .

•
CA  is the matrix obtained by multiplying

all entries of matrix A by the number c .

[CAT i;
 = c Ai ; .

⑥



⑤ Multiplication of matrices A
, B

⑦

•
Possible only if the # of columns of A equals

the # of route of B
.

• If A has order mxr and B order rxn
,

the product C -

- AB is a mxn matrix
where the Li

, j ) - th entry is the scalar product
of the ith row of A and j - th column of B :

[ABI ;
=

II.aihbl.ci
.

Bf
. • • ) ) r rows
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.yA ( • . •

)
. x•• .

• B @ .

. .

⑧ D D . .
.

C -

- AB

Eixample A -

- f-!! ) B -

- f ! I ! )

⑦

a ' = fI ¥ ! )



① ⑥ No Division D
⑧

Properties
.

Addition : {
At B = Bt A l

commutativity
At ( Btc ) -

- ( AtB) t C ( associativity)

AB ¥ BA ( non -commutativity)
Multiplication :{µpgc= A ( Bc ) (associativity)

A ( Btc ) = AB TAC ( distributivity ){ LAtB) C = Act Bc

¢td) A  

= CA t  DA

⑦ TRANSPOSE

A  → At transpose of A

T I

min matrix n
,

m matrix

The transpose operation interchanges rows and columns of A :

A -
- ( ai ; ) → At = ( a ;i )

⑧



⑨
⑧ Adjoint .

. for cqmpelexmatrices
,

the adjoint is
the conjugate of the transposed matrix :

*A  → A transpose of A
T T

C J

min matrix n ,m matrix
A- - ( ai ; ) → At = ( aji)

Min n
, M

Foo OF SPECIAL MATRICES

* Square matrices : m -

- n
,

same number of rows

and columns
.

We say such a square matrix has order n .

The diagonal of a square matrix  is the collection
( vector ) of entries Aj , ;

A -

-

for Hien .

* ( Column ) vectors : lxn matrices
.

Notation : either arrows
,

as in n→

or bold l in type)

* Zero matrix : all entries are zero .

* Diagonal matrix : a SQUARE matrix where only
diagonal entries are different fromaero :

⑨

ex . I ÷::p



* Identity matrix of order n , In :

④

square matrix of order n
,

when diagonal entries
are 1 and all others are 0

.

Ie -

- [
'

o

? ]
Special property .

.
this matrix ads as the identity
for the multiplication operation,

A In = Im A  = A for A mxn matrix
.

INVERSE If A is a square matrix of site n
,

there MAY exist a unique matrix A
"

such that

A A
"

= A' A  = In .
( Note : ( A

"

)
- '

= A)
Example : A -

- f !3)
Take the matrix B -

- fo
-

7,22 ) then

I 3

an I : ill! Ba .

. f-¥!! )
O

'12

④
So B -

- A
"

.



④
DETERMINANTS in a nutshell

.

The determinant of the matrix A is a number
denoted let A

.

Main property :

Aninverse A-
 '

exists if and only if det A  to .

Definition : By induction .

* if n -

-
I : A -

- fan ] det A -
- a , ,

* if n > I : Assume the determinant is defined
for matrices of order I

,  
- . .

,
n - I

.

The following procedure defines a determinant for order n .

marries
.

For It  isj
 En

① Definea smaller square matrix
,

the minor Nij by deleting vow i and column j
⑦ Define the cofactorcij = L - Di "

det ( M
, ;)

Then we choose either
.

③ Development along the i - th row : define

Ifor any j ) del A  = ⇐
,

ai ;cij 
= TE I - it

" "
'

ai ;
del ( Nij )

s④ Developmentalong the j - th column : define

( for anyi ) det A  = IF
,

ai ;

cij
 

= Fe
,

L - hit
'

'
ai ; def ( Mi ;)

④



④
Properties : def I AB ) = ColetA) ( det B )

det ( In ) = I

det I A-
 ' ) = ( der A )

"

Link title matrix  inverse : if let A  to then

A-
'

= @etA5tCTi.e . [ A
' ] ;;

 = 9in
T det A

inverse of
→

transpose of
determinant the matrix  of cofactors

Note : this formula is NOT FOR PRACTICAL computations

In practice ,
the inverse is computed through

GAUSSIAN ELIMINATION
.

Notation : vertical lines

A-  - f 's:] or ( ;I ) then at A -

- I ;:/
Examples .

* 2×2 determinants : A -

- Iacby /
Development along .

.

.

* row I : l - 1)
" '

a ldltl - it
' "

blot = ad - be

* row 2 :
L - 1)

"  '
c Ibl t I - H

" 'd I al =

* column I : ( - t )
" '

a Ldl t L - H
" '

clbl =

④
* columns : hit 's www..ua ,

a :&:!:b !tA



⑤
'

s

.
I I

.
¥

+ txt :
'

stunt : Htt 't:
-

it
= (-3-4) t ( 9 - 4) - 16+2 ) = - to

Hint :  if possible , develop along row a column with

the most zeros
.

=

§ 7.3 Linear systems ;
linear independence

Diagonalized
'

on

A linear system of algebraic equations is a problem :

solve for see
,

. . .

, an suds that

Au U ,
t  .

. .

t a
,  n kn = by

{ an! a
,

t  . - .
t an an =

In
or Asi -

-
I

,

where A - n xn square matrix
,

in ,I - nxl column vectors
.

If det A  to then such a system has solution :

Ie = A-
 ' I

.

If def A  = o then either there is no solution
,

or

④
infinitely many solutions

.



④
In practice , one does not compute A

'

'

,
but we use

techniques such as Gaussian elimination
.

① Form the augmented matrix :

can -

- l :÷
.

.

÷:L :: )
① Perform elementary operations on rows such as

to obtain the identity matrix on the left .

.

* Row exchange
* Multiplication by number to

* Add a multiple of a row to another

Example

94 - 2 Kz t 3 uz = - 3 - 2 a

fait
. :c.

-

::::I HI : ¥17.1 .

③

First
,

eliminate all numbers under the diagonal, put it on it :

"

riv Boo's! I at
¥; "

← - 2 ( I )

I
'

o

- is-it
- if- a

O 0 - 4 4 ← (3) t 312 )
Row - Reduced Echelon Form

"
RREF "

( to
-

! I I )
← - µ ,

t All I 's on the diagonal :

- There will he solutions
.

④ Continue



④
Next

,
eliminate all numbers above the diagonal :

I !
-

! igl.it#iiiiii
'

c : i '

¥5
" " " '

Eif .
Tintin → I' =L! )

Linear dependence and independence of vectors

Given le webers Tea
,

. . .

,
I'

n of site n
,

They are said

* Linearly dependent if there exists numbers ca ,
. . . , ch

which are not all zeros such that

C
,

I
,

t  . . . t Cutch = Ot
.

* Linearly independent if the above relation implies
Cz -

-
-

. .  = Ch = O
.

How to compute such a property ?

① If there are n vectors Fee
,

.
.

.

,
In of site n

,

rewrite relation as

Ky C
,

t  .  - . t Kin C
,

= O

④
{ nine

, t . . . +
seinen

=
:O when Kii

'

- I i



that is we form the matrix X such that vectors
④

The
,

. .
.

,
I

n
are the columns of X

.

Then the relation above reads XI = 8 so

* dependent ⇐ der X =/ It .
. . I'

n
) = o

* independent ⇐ diet X = I 54 - . . Tin I to .

② We can also compute the RREF  of X
, for  angle :

RREF fine - . .
Ii

n I 5) ⇒ to )

If There is At LEAST ONE
"

non - pivot
"

column ( Eero  on

the diagonal) then Ida ,
. . .

,
Ten one linearly dependent .

Example
3 I -2

Are the vectors 4)4)f2) linearly independent ?
- I 2 3

4 3 - I

met

'

o

;
Es ftp.lgitg/!f.non.pivor

So the vectors are linearly dependent .

3rd variable free :

④
Choose Cz = 1 - D c ,

= I
, Cz = - I



④
" "

" + i. " I;) + i It ! )

Eigenvalues , eigenvectors

Idea : some vectors are left in the same direction

by the action of the matrix
,

A Ii = Xii
T I →

eigenvector :
net to

'

matrix eigenvalue

Geometric interpretation : 2b example
A - b transformation of space

*
rotation

,
dilation

, symmetry

TerI AAI'd
,
IIe

,

I special directions :

ex :

S

[ ,

×
i eigenvectors .

To find such vectors
,

we write the equation ,

(A - XIN ) net
= 8

This equation has non - zero solutions if and only if
del ( A - X In ) = O

④
This is the characteristic equation of the matrix



Practical computation : algorithm
④

① Form the characteristic equation
l a polynomial equation of order n )

② Find the roots Xa , . . .

,Xk③ Use RREF to find solutions of linearpbs ,

( A - X
; In ) Tej = O

Example Let A -

- f } ; )
① Characteristic equation

der ( A - XI
, ) = 13 It ,! ,

1=13 - H
'

- 5

= I - GX t4
② Roots D= 36 - 16=20

Xa
, ,

= b±¥ = 3+-55 Eigenvalues of A

③ Eigenvectors

*
X = 3 t 55 : solve

c-First :3 re: "
I :S

Extended matrix In
Free variable

④



④
Choose nee = I - is I

,
=

'155

I = ( if ) Eigen:{frost "

* X = 3 - 55 : solve

Hooters : is
+

Extended matrix In
Free variable

Choose nee = I - is I
,

=

- 455

I = g.) Eigen
-74%1

"

Conclusion
The two eigen pairs of the matrix are

an.it -

. farsi first ) and Hiei ) -

. f - rs
. ftp.t)

Notes .
Not all nxn matrices have n distincteigenvalues .

• Eigenvectors are always defined up to multiplication
by a I nonzero ) constant .

Characteristic equation : polynomial of degree n .•

Multiplicity of an eigenvalue - is Repeated root

Algebraic multiplicity : # of times X is a root of poly.

> Geometric multiplicity : # of linearlydependent
eigenvectors for X

.

④



④
Special case : when a matrix is Symmetric

that is A  = AT or a aj .

. Vij

* All eigenvalues are real
,

*
There are always n linearly independent

eigenvectors.

Diagon alization

If P = II , ,
.

. .

, In ] is the matrix with columns

formed hey n linearly independent eigenvectors of A :

A  = P D P
-  '

where D= f
"

!.

.⇒ is a diagon rix

formed with the eigenvalues.

Example

't
:

A  = ( !
,

?
a

!
,

)

① Characteristic polynomial :

della - XII = IIIz I

%damnuiti.nl :
- '

It + eiitsxoxlInnit :c . Hit ?! !
④

= f12 - L HH ) - ( Itt ) ( ( I - HI - I - H - 12 )



c.  y = X ( - X
'

- It 12 )
④

=  - X ( X - 3) ( Xt 4)

② Compute eigenvalues ( roots ) :

Xa = - 4 12=0 Xz = 3

③ Compute eigenvectors :

x , Solve
eq Af¥f= - 4¥ )

iii. it :* . " :* :L
Choose E I - is riff} )

2- free variable

E) Solve
eq Af If ) -

.

5
'

*÷:L :i±i : : :÷l:S
Choose 2--13 → of ,

'

g)
t free variable

④ Xg=3J Compute iig -_f{If



④ Assemble P and D :

④

P -

- I,
I

,
I ] af!!:]

Check :

AP -

- Po -

- fish
,

ooo %)

Example 2 2×2 matrix : A -

- f I! )
Eigenvalues I eigenvectors : computed above

,

ta -

. Str,
it :[ft) ; he -

. s - so
, iii. f-

'

ft)
Then we assemble

in firs
- "FI → c-f.is. I

' ' I'
'

First p-i.FI
'ii. I

④

so port
.

"TM " ! '

ji )



" = :":-X :÷ is
④

=%÷¥:::#
" ¥:÷::

"

:
-

- f 's ;] -

-
A :

.

Example 3 ( Complex eigenvalues)
A -

- ⇐! ) ① del I A - XI ) -

- le - HCG - Dt2
= X

'
- 64 t 10

② Eigenvalues : D= 36-40=-4 co

Xz= GII = 3 ti ; de = 6-2-4=3 - i

③ Eigenvectors : Xa=3
a- x * ⇒ ⇐it  it : til : I:/

k
nifty

a- a± ⇒ Hi
'

'

til:] of
.

I:/
④

ii.fig



①

§ 7.4 Basic theory of 1st order linear

systems

Return to ODE systems !

Filet = Plt) Ii It ) t→g It )

Ict ) need or of size n
,

PCH nxn square matrix
and Tj l El vector of site n .

Basic assumptions : Plt )
,

get It ) are continuous
on some interval a c t c b

meaning
that each of the components pi ; It , gilt ) is

a continuous function on the interval act Lb
.

IS Homogeneous case : gt I t I = 8

Notation:
Tc "

,
.

. .

,
I'm

, . . .
are specific

solutions of the system .

night) = n ?
'

It ) is the ith component of
the j - th solution

( book notation )

Theorem (Principle of Superposition )

If Ii "
and In "

are solutions of the system ii. Pltlii
,

then the linear combination ciii "
t ciii "

is also a

①
solution for any constants ca and ca .



②
In fact ,

all linear combinations of solutions are edition :

Felt ) = c
,

Id " '
It ) t . .  . t chinch ' L t )

Example Plt ) = ⇐If
We can check that the following we two solutions :

i' ' ' ' Itt -

- I and i' "
H - fat:if

Then
, any

linear combination

ima -

- a ii. certain
is a solution

.

Question : are all solutions of this form ?

↳ Can we solve for all initial conditions ?

Suppose n solutions are known : we need to solve

cafe "
It . ) t  . .

.

t cute " Ito ) = ii.

or XI = it
.

mm * limits .  want. ::::L
②



- b Unique solution if der X ¥0 !
③

↳ We say
that the solutions Ii " '

,
. . .

I' ' "
are

linearly independent on the interval act c b if
the WRONSKI AN

wqjicn
,

. . .

,nm ] = det l X )
is non - zero on the whole interval

.

If this is the case :

Theorem If Wftu "
,

. . .

,
Ii ' " ] to for a etc b

,

•
Ii "

,
. .

.

,
Ii " form a fundamental set of solutions

,

• I' CH -

. c
,

I' ' " L Ht . . . t chic
' " I t ) is The

general solution .

Abel 's theorem If I ' " '

,
. .

.

,
I " '

are solutions of
It = Psi

on the interval a c t c b
,

then

WCW , . . .

,
Tin ) = der Xlt ) is

W I t ) = C exp ( f putt ) t . . . t pnnltldt )
I Abel 's formula)

so * either 0 at all points I c = o )

③
* or 0 nowhere L C fo ) .



⑥
Note : A fundamental set of solutions always exists

.

Idea .

.
choose Ii " ( t ) as solution of I' '

= Pus
with initial condition

t

Filo ) = [ O
. . .

O
, Ip,

O
. .  . O ]

k - th position
then

no , = In and der xia -

- t
.

Note 2 Connexion between Wronski ans .

y
'

't pltlyhqltly =oc→{
U i = " ⇐I §,)
ui= - qltlu ,

- pitta,

or I ' -1%,!pµ , ]ii so WITH
.

cexpffplts )
A  B

IS Non - homogeneous systems II '
= Plttiitg

' I t )

The general solution has the form
Felt ) 's Fehl t ) t Tip It ) ( non - homogeneous

I ↳ principle )

general solution of particular solution of original
homogeneous system system ( undetermined coeff. . . )

④
I' htt ) = ciii " Htt .

.  . tonsil " let


