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#### Abstract

We propose and examine block-diagonal preconditioners and variants of indefinite preconditioners for block two-by-two generalized saddle-point problems. That is, we consider the nonsymmetric, nonsingular case where the $(2,2)$ block is small in norm, and we are particularly concerned with the case where the $(1,2)$ block is different from the transposed $(2,1)$ block. We provide theoretical and experimental analyses of the convergence and eigenvalue distributions of the preconditioned matrices. We also extend the results of [de Sturler and Liesen, SIAM J. Sci. Comput., 26 (2005), pp. 1598-1619] to matrices with nonzero $(2,2)$ block and to the use of approximate Schur complements. To demonstrate the effectiveness of these preconditioners we show convergence results, spectra, and eigenvalue bounds for two model Navier-Stokes problems.
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1. Introduction. We examine preconditioners for real systems of the form

$$
\mathcal{A}\left[\begin{array}{l}
x  \tag{1.1}\\
y
\end{array}\right] \equiv\left[\begin{array}{cc}
A & B^{T} \\
C & D
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
f \\
g
\end{array}\right]
$$

where $A \in \mathbb{R}^{n \times n}, D \in \mathbb{R}^{m \times m}$, and $n>m$. For many relevant problems, $D=0$ and $B \neq C$, and such problems are referred to as generalized saddle-point problems [24]. For other problems we consider $D \neq 0$, but $\|D\|_{2}$ is small enough that the problem retains the characteristics of a generalized saddle-point problem. In many such problems, the nonzero $(2,2)$ block arises from a stabilization term. However, this is not always the case. In a problem involving metal deformation [35], for example, it derives from very slight compressibility. In addition, we note that certain approaches to stabilization lead to systems where $B \neq C[3,24],[27$, sections 7.5 and 9.4$]$ although many other problems have $B=C$. Finally, our preconditioners allow $A$ to be singular. We consider all of these cases, which arise in many applications, ranging from stabilized formulations of the Navier-Stokes equations [4, 11, 27] to metal deformation [35] and interior point methods [13].

Problems of this type have been of recent interest $[1,8,9,18,20,23]$, as have their symmetric counterparts $[7,10,14,26,31,34]$ and the case where $D=0[2,5$, $6,8,15,19,21,23,32]$. However, preconditioners for the case where $B \neq C$ have not received as much attention. Though they are considered in [8, 18, 23], these papers do not provide numerical experiments for such problems. We will do this in the present paper. In [8], a detailed analysis is provided for two classes of preconditioners for

[^0]the case where $B \neq C$ and $D=0$. Here, we extend these preconditioners to the case where $D \neq 0$ and to allow for approximations to the Schur complement matrix that arises in the preconditioner. Our preconditioners for (1.1) derive from a matrix splitting, $A=F-E$. Our purpose is to derive preconditioners that result in tightly clustered eigenvalues. In general, this leads to fast convergence for Krylov subspace methods, although in the nonsymmetric case the eigenvectors may play a role as well.

In this paper we assume that the matrix is nonsingular or that the singularity can be easily removed, such as the constant pressure mode in the Oseen problem [12]. For the splitting, we assume that $F$ and $\left(D-C F^{-1} B^{T}\right)$ are nonsingular. In section 2 , we propose a block-diagonal preconditioner that is a generalization of the preconditioners discussed in [18] and [8]. In section 3, we use this preconditioner to derive a second preconditioned system, which is a generalization of the related system presented in [8]. For the $D=0$ case, the related system corresponds to an efficient implementation of a constraint preconditioner; see also $[5,6,14,26]$. In section 4 , we extend both types of preconditioner to the use of approximate Schur complements. Our analysis focuses on the $D \neq 0$ case, but we provide specializations to the $D=0$ case as well. While the block-diagonally preconditioned system may be very effective or more convenient in certain situations, the related system is generally the better preconditioner, offering much faster convergence for a modest increase in the computational cost per iteration. Therefore, in section 5 on numerical experiments we focus on the related system.

We propose preconditioners with exact (sections 2 and 3) and with approximate (section 4) Schur complements, and we discuss the convergence for the preconditioned systems and the clustering of the eigenvalues. We explore two model problems in section 5. The first, which arises from a finite element discretization of the NavierStokes equations, has $D \neq 0$ and $A \neq A^{T}$. The second, which arises from a spectral collocation approach for an incompressible Stokes problem, has $B \neq C$ and $D=0$. We use eigenvalue bounds and numerical experiments to illustrate that reasonable choices for splittings and approximate Schur complements yield good convergence. Our analysis also illustrates the issues involved in choosing splittings and approximate Schur complements to achieve effective preconditioning. Although eigenvalue bounds are often wide, they nevertheless indicate good eigenvalue clustering for reasonable choices for splittings and approximate Schur complements.
2. Block-diagonal preconditioners (exact Schur complement). We consider a splitting of the $(1,1)$ block, $A=F-E$, where $F$ is easy to solve with and $\left(D-C F^{-1} B^{T}\right)^{-1}$ exists. Note that $-\left(D-C F^{-1} B^{T}\right)$ is the Schur complement of the matrix

$$
\left[\begin{array}{cc}
F & B^{T}  \tag{2.1}\\
C & D
\end{array}\right]
$$

and we will use the phrase exact Schur complement to refer to $-\left(D-C F^{-1} B^{T}\right)$. Next, we introduce the following block-diagonal preconditioner as a straightforward generalization of preconditioners in [8, 18]:

$$
\mathcal{P}(F)=\left[\begin{array}{cc}
F^{-1} & 0  \tag{2.2}\\
0 & -\left(D-C F^{-1} B^{T}\right)^{-1}
\end{array}\right] .
$$

Preconditioning from the left or the right with $\mathcal{P}$ yields a system of the form

$$
\mathcal{B}(F)\left[\begin{array}{l}
\tilde{x}  \tag{2.3}\\
\tilde{y}
\end{array}\right]=\left[\begin{array}{cc}
I-S & N \\
M & Q
\end{array}\right]\left[\begin{array}{l}
\tilde{x} \\
\tilde{y}
\end{array}\right]=\left[\begin{array}{l}
\tilde{f} \\
\tilde{g}
\end{array}\right]
$$

where $\mathcal{B}(F)$ is either $\mathcal{P} \mathcal{A}$ or $\mathcal{A P}$. For example, the matrix from the left-preconditioned system is

$$
\mathcal{P}(F) \mathcal{A}=\left[\begin{array}{cc}
I-F^{-1} E & F^{-1} B^{T} \\
-\left(D-C F^{-1} B^{T}\right)^{-1} C & -\left(D-C F^{-1} B^{T}\right)^{-1} D
\end{array}\right],
$$

implicitly defining $S, N, M$, and $Q$ in (2.3) for the left-preconditioned case. Apart from the preconditioned $(2,2)$ block $Q$, this resembles the system arising from the zero $(2,2)$ block case. For the rest of this paper, we assume that $Q$ is diagonalizable. While $M N=I$ for the $D=0$ case $[23,8]$, for $D \neq 0$ we have

$$
\begin{aligned}
M N & =-\left(D-C F^{-1} B^{T}\right)^{-1} C F^{-1} B^{T}=-\left(D-C F^{-1} B^{T}\right)^{-1}\left(-D+C F^{-1} B^{T}+D\right) \\
(2.4) & =I+Q
\end{aligned}
$$

This is true for both the left- and right-preconditioned cases. In the $D=0$ case, $N M$ is a projector [8]. For the $D \neq 0$ case, it is not, as $(N M)^{2}=N M+N Q M$.

In section 2.1 we derive the eigendecomposition of the matrix

$$
\mathcal{B}_{0}=\left[\begin{array}{cc}
I & N  \tag{2.5}\\
M & Q
\end{array}\right]
$$

when $I+Q$ (and thus $B^{T}$ and $C$ ) have full rank. We use this in section 2.2 to develop bounds for the eigenvalues of $\mathcal{B}(F)$ using perturbation theory. Finally, in section 2.3 , we discuss the case when $I+Q$ is rank-deficient.
2.1. Eigenvalues and eigenvectors of $\mathcal{B}_{0}$. Assume that $I+Q$ (and thus $B^{T}$ and $C$ ) have full rank. We wish to find $\lambda, u$, and $v$ such that

$$
\begin{align*}
u+N v & =\lambda u  \tag{2.6}\\
M u+Q v & =\lambda v \tag{2.7}
\end{align*}
$$

First, we assume $\lambda=1$. Substituting this into (2.6) and using $Q=M N-I$ in (2.7) yields

$$
\begin{equation*}
N v=0 \quad \text { and } \quad M u=2 v \tag{2.8}
\end{equation*}
$$

Since $B^{T}$ has full column rank by assumption, this implies that $v=0$ and that $\mathcal{B}_{0}$ has only eigenpairs of the form

$$
\left(1,\left[\begin{array}{l}
u  \tag{2.9}\\
0
\end{array}\right]\right), \quad \text { where } u \in \operatorname{null}(M)
$$

Since $C$ has full row rank, so does $M$, and $\mathcal{B}_{0}$ has precisely $n-m$ distinct eigenpairs of this type. Next, we consider the case where $\lambda \neq 1$. Solving (2.6) for $u$ and substituting into (2.7) yields

$$
\begin{equation*}
\lambda Q v_{j}=\left(\lambda^{2}-\lambda-1\right) v_{j} \tag{2.10}
\end{equation*}
$$

Hence, the $v_{j}$ must be eigenvectors of $Q$. We have assumed that $Q$ has a full set of eigenpairs, $Q v_{j}=\delta_{j} v_{j}$, for $j=1, \ldots, m$. We then solve (2.10) for $\lambda$ to yield

$$
\begin{equation*}
\lambda_{j}^{ \pm}=\frac{\left(1+\delta_{j}\right) \pm \sqrt{4+\left(1+\delta_{j}\right)^{2}}}{2} \tag{2.11}
\end{equation*}
$$

cf. [11]. Using (2.6) with the eigenvectors of $Q$ for $v$ yields the vectors $u$. We finally rescale the eigenvector by $\left(\lambda_{j}^{ \pm}-1\right)$ to yield eigenpairs of the form

$$
\left(\lambda_{j}^{ \pm},\left[\begin{array}{c}
N v_{j}  \tag{2.12}\\
\left(\lambda_{j}^{ \pm}-1\right) v_{j}
\end{array}\right]\right)
$$

Note that $\lambda_{j}^{-} \neq 1$ regardless of the choice of $\delta_{j}$, and $\lambda_{j}^{+}=1$ only if $\delta_{j}=-1$. However, the latter would contradict the assumption that $I+Q$ has full rank. Thus, $\mathcal{B}_{0}$ has $2 m$ eigenpairs corresponding to $\lambda \neq 1$. This completes a full set of eigenpairs for $\mathcal{B}_{0}$. Let $U_{1}$ be a matrix whose columns form an orthonormal basis for null ( $M$ ) (cf. (2.9)), and let $U_{2}$ be the matrix with normalized columns $u_{j}=N v_{j}$, where $Q v_{j}=\delta_{j} v_{j}$; cf. (2.12). Furthermore, let $\Lambda^{+}=\operatorname{diag}\left(\lambda_{j}^{+}\right)$and $\Lambda^{-}=\operatorname{diag}\left(\lambda_{j}^{-}\right)$, where $\operatorname{diag}(\cdot)$ denotes the diagonal matrix with the given arguments. Then, the following matrix, $\mathcal{Y}$, is an eigenvector matrix of $\mathcal{B}_{0}$ :

$$
\mathcal{Y} \equiv\left[\begin{array}{c|c}
Y_{11} & Y_{12}  \tag{2.13}\\
\hline Y_{21} & Y_{22}
\end{array}\right]=\left[\begin{array}{cc|c}
U_{1} & U_{2} & U_{2} \\
\hline 0 & V\left(\Lambda^{+}-I\right) & V\left(\Lambda^{-}-I\right)
\end{array}\right]
$$

For our perturbation results we also need

$$
\mathcal{Z}=\mathcal{Y}^{-1}=\left[\begin{array}{ll}
Z_{11} & Z_{12}  \tag{2.14}\\
Z_{21} & Z_{22}
\end{array}\right]
$$

Using the block-inversion formula in [17, section 0.7 .3$]$ we obtain $[29,30]$

$$
\begin{align*}
& Z_{11}=\left[\begin{array}{cc}
I_{n-m} & 0 \\
0 & \Upsilon^{+}
\end{array}\right] Y_{11}^{-1}=\hat{I}_{n} Y_{11}^{-1}  \tag{2.15}\\
& Z_{21}=-\left[\begin{array}{cc}
0 & \Upsilon^{-}
\end{array}\right] Y_{11}^{-1}  \tag{2.16}\\
& Z_{12}=-\left[\begin{array}{c}
0 \\
\left(\Lambda^{-}-\Lambda^{+}\right)^{-1} V^{-1}
\end{array}\right]  \tag{2.17}\\
& Z_{22}=\left(V\left(\Lambda^{-}-\Lambda^{+}\right)\right)^{-1} \tag{2.18}
\end{align*}
$$

with $\Upsilon^{+}=\operatorname{diag}\left(\left(\lambda_{j}^{-}-1\right) /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)\right)$and $\Upsilon^{-}=\operatorname{diag}\left(\left(\lambda_{j}^{+}-1\right) /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)\right)$. For $Q=0$ (because $D=0$ ), the eigendecomposition of $\mathcal{B}_{0}$ reduces to the case discussed in [8].
2.2. Perturbation bounds on the eigenvalues of $\boldsymbol{\mathcal { B }}(\boldsymbol{F})$. We are now ready to consider the eigenvalues of $\mathcal{B}(F)$ and derive bounds on the spectrum. Throughout this paper $\|\cdot\|$ indicates the 2-norm.

Theorem 2.1. Consider matrices $\mathcal{B}(F)$ of the form (2.3). Let $\mathcal{Y}$ be the eigenvector matrix of $\mathcal{B}_{0}$, as given by (2.13). Then for each eigenvalue $\lambda_{\mathcal{B}}$ of $\mathcal{B}(F)$ there exists an eigenvalue $\lambda$ of $\mathcal{B}_{0}$ such that

$$
\begin{align*}
\left|\lambda_{\mathcal{B}}-\lambda\right| & \leq\left\|\mathcal{Y}^{-1}\left[\begin{array}{cc}
S & 0 \\
0 & 0
\end{array}\right] \mathcal{Y}\right\|  \tag{2.19}\\
& \leq 2 \max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right)\left\|Y_{11}^{-1} S Y_{11}\right\| \tag{2.20}
\end{align*}
$$

Proof. Since $\mathcal{B}_{0}$ is diagonalizable, (2.19) follows from a classic result in perturbation theory [33, Theorem IV.1.12]. We expand the right-hand side of (2.19) using
(2.13)-(2.17) to get (see also [8])

$$
\begin{aligned}
\left|\lambda_{\mathcal{B}}-\lambda\right| \leq & \left\|\left[\begin{array}{ccc}
\hat{I}_{n} Y_{11}^{-1} S Y_{11} & \hat{I}_{n} Y_{11}^{-1} S Y_{12} \\
-\left[\begin{array}{cc}
0 & \Upsilon^{-}
\end{array}\right] Y_{11}^{-1} S Y_{11} & -\left[\begin{array}{lll}
0 & \Upsilon^{-}
\end{array}\right] Y_{11}^{-1} S Y_{12}
\end{array}\right]\right\| \\
& \leq \max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right) \\
& \cdot\left\|\left[\begin{array}{ccc}
Y_{11}^{-1} S U_{1} & Y_{11}^{-1} S U_{2} & Y_{11}^{-1} S U_{2} \\
-\left[\begin{array}{cc}
0 & I
\end{array}\right] Y_{11}^{-1} S U_{1} & -\left[\begin{array}{cc}
0 & I
\end{array}\right] Y_{11}^{-1} S U_{2} & -\left[\begin{array}{cc}
0 & I
\end{array}\right] Y_{11}^{-1} S U_{2}
\end{array}\right]\right\| .
\end{aligned}
$$

Using the consistency of the 2-norm, we can simplify this to (see also [8])

$$
\begin{aligned}
\left|\lambda_{\mathcal{B}}-\lambda\right| & \leq \sqrt{2} \max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right)\left\|\left[\begin{array}{c}
Y_{11}^{-1} S Y_{11} \\
-\left[\begin{array}{cc}
0 & I
\end{array}\right] Y_{11}^{-1} S Y_{11}
\end{array}\right]\right\| \\
& \leq 2 \max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right)\left\|Y_{11}^{-1} S Y_{11}\right\| .
\end{aligned}
$$

The $\Upsilon^{ \pm}$terms can be large only if $\delta_{j} \approx-1 \pm 2 i$. For the problems discussed in section 5 , the $\delta_{j}$ 's are well separated from this value, because $\|D\|$ is small and the problem and preconditioner are relatively well conditioned. The following lemma provides bounds on the $\left\|\Upsilon^{ \pm}\right\|$. We explicitly consider the special case where the $\delta_{j}$ 's are real (and thus bounded away from $-1 \pm 2 i$ ). This occurs in the important case that $D$ is symmetric and the Schur complement is definite. For the following proof and subsequent discussions, we define the function $p(z)=4+(1+z)^{2}$.

Lemma 2.2. Let $\Upsilon^{+}$and $\Upsilon^{-}$be defined as above.

1. If $\delta_{j} \in \mathbb{R}$, for all $j$, then

$$
\max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right) \leq \frac{1+\sqrt{2}}{2}
$$

Moreover, if $\delta_{j} \geq-1$, for all $j$, then $\max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right)=1$.
2. If $\delta_{j} \in \mathbb{C}$ and $\exists \alpha:\left|\delta_{j}\right| \leq \alpha<\sqrt{5}$ for $j=1, \ldots, m$, then

$$
\max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right) \leq \max \left(1, \frac{1}{2}+\frac{1+\alpha}{2 \sqrt{2(\sqrt{5}-\alpha)}}\right)
$$

Proof. Substituting $\lambda_{j}^{ \pm}$from (2.11) into $\Upsilon^{+}=\operatorname{diag}\left(\lambda_{j}^{-}-1\right) /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)$and $\Upsilon^{-}=\operatorname{diag}\left(\lambda_{j}^{+}-1\right) /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)$gives

$$
\begin{equation*}
\Upsilon^{ \pm}=\operatorname{diag}\left(\frac{1-\delta_{j}}{2 \sqrt{4+\left(1+\delta_{j}\right)^{2}}} \pm \frac{1}{2}\right)=\operatorname{diag}\left(\frac{1-\delta_{j}}{2 \sqrt{p\left(\delta_{j}\right)}} \pm \frac{1}{2}\right) \tag{2.21}
\end{equation*}
$$

The proof for the real case now follows from basic calculus.
For the complex case, note that $p(\delta)=(\delta+1+2 i)(\delta+1-2 i)$. Any $\delta$ must be at least distance 2 from one of the roots of $p(\delta)$. We assume without loss of generality that $\delta$ is near $-1+2 i$. The value $\delta_{*}=(-1+2 i) \alpha / \sqrt{5}$ minimizes $|\delta+1-2 i|$ subject to $|\delta| \leq \alpha$, and we have $\left|\delta_{*}+1-2 i\right|=\sqrt{5}-\alpha$. So, we have $|p(\delta)| \geq 2(\sqrt{5}-\alpha)$. Using this inequality for $|p(\delta)|$ after taking norms in (2.21) completes the proof.

In practice, the bound for the complex case is quite modest. For example, if $\left|\delta_{j}\right| \leq 1$ for all $j$, then our bound on $\max \left(1,\left\|\Upsilon^{+}\right\|,\left\|\Upsilon^{-}\right\|\right)$is about 1.136. Likewise, if $\left|\delta_{j}\right| \leq 2$ for all $j$, the bound is about 1.470.

We derive a bound on $\left\|Y_{11}^{-1} S Y_{11}\right\|$ following the approach in [8]. Recall that $Y_{11}=\left[\begin{array}{ll}U_{1} & U_{2}\end{array}\right]$, where $U_{1}^{T} U_{1}=I$, and $U_{2}=N V$ with unit columns. Let $U_{2}=V_{2} \Theta$, where $V_{2}^{T} V_{2}=I$. Furthermore, let $\omega_{1}=\left\|U_{1}^{T} V_{2}\right\|$, which is the cosine of the smallest principal angle between range $\left(U_{1}\right)=\operatorname{null}(N M)$ and range $\left(U_{2}\right)=\operatorname{range}(N M)$.

Lemma 2.3. Define $Y_{11}, S, U_{1}, U_{2}, V_{2}, \Theta$, and $\omega_{1}$ as above, and let $\kappa($.$) denote$ the 2-norm condition number. Then

$$
\begin{equation*}
\left\|Y_{11}^{-1} S Y_{11}\right\| \leq \kappa(\Theta)\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\| \tag{2.22}
\end{equation*}
$$

Proof. We have $\left\|Y_{11}^{-1} S Y_{11}\right\| \leq \kappa\left(Y_{11}\right)\|S\|$, where

$$
Y_{11}=\left[\begin{array}{ll}
U_{1} & V_{2}
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
0 & \Theta
\end{array}\right],
$$

since $U_{2}$ has unit columns $\|\Theta\| \geq 1$ and $\left\|\Theta^{-1}\right\| \geq 1$. So, our bound simplifies to

$$
\left\|Y_{11}^{-1} S Y_{11}\right\| \leq \kappa(\Theta) \kappa\left(\left[\begin{array}{ll}
U_{1} & V_{2} \tag{2.23}
\end{array}\right]\right)\|S\| \leq \kappa(\Theta)\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\|
$$

where the second inequality follows from the bound on $\kappa\left(\left[U_{1} V_{2}\right]\right)$ from Lemma 3.6 in [8]. $\quad$ —

Corollary 2.4. Let $\Theta$ and $\omega_{1}$ be defined as above.

1. If $\delta_{j} \in \mathbb{R}$ for all $j$, then

$$
\begin{equation*}
\left|\lambda_{\mathcal{B}}-\lambda\right| \leq(1+\sqrt{2}) \kappa(\Theta)\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\| \tag{2.24}
\end{equation*}
$$

2. If $\delta_{j} \in \mathbb{C}$ and $\exists \alpha:\left|\delta_{j}\right| \leq \alpha<\sqrt{5}$ for $j=1, \ldots, m$, then

$$
\begin{equation*}
\left|\lambda_{\mathcal{B}}-\lambda\right| \leq 2 \max \left(1, \frac{1}{2}+\frac{1+\alpha}{2 \sqrt{2(\sqrt{5}-\alpha)}}\right) \kappa(\Theta)\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\| \tag{2.25}
\end{equation*}
$$

Proof. Use Lemmas 2.2 and 2.3 in Theorem 2.1.
We see that the clustering of the eigenvalues depends mainly on $\|S\|$ and the size of the $\delta_{j}$, unless $\omega_{1} \approx 1$ or $\kappa(\Theta)$ large. This implies that the block-diagonally preconditioned system can have as many as $2 m+1$ eigenvalue clusters, one for $\lambda=1$ and one for each $\lambda_{j}^{ \pm}$. Hence, the convergence of Krylov methods may not be very good for the block-diagonally preconditioned system, even if $\|S\|$ is small. Examples in section 5 will illustrate this. However, when the $\delta_{j}$ and $\|S\|$ are small, the block-diagonal preconditioner will give good convergence. This typically happens for small mesh width when $D$ and $Q$ are $h$-dependent; see Table 5.1. In addition, the block-diagonal preconditioner provides an intermediate step to a better preconditioner described in section 3.
2.3. Rank-deficiency of $\boldsymbol{I}+\boldsymbol{Q}$. In section 2.1 , we made the assumption that $I+Q$ has full rank (for $D=0$, this is always true). We now briefly discuss the rank-deficient case.

There are three sources of potential rank-deficiency in $I+Q$. The first two are rank-deficiency in $C$ and $B^{T}$. The third is when there are vectors $v$ such that $N v \neq 0$
and $N v \in \operatorname{null}(M)$. This implies that $M N v=(I+Q) v=0$ and $v$ is an eigenvector of $Q$. This case occurs when $F^{-1}$ (for left preconditioning) or $-\left(D-C F^{-1} B^{T}\right)^{-1}$ (for right preconditioning) maps a nontrivial vector from range ( $B^{T}$ ) into null ( $C$ ).

Assume that $I+Q, C$, and $B^{T}$ are rank deficient by $k, l_{c}$, and $l_{b}$, respectively. Note that $k \geq \max \left(l_{b}, l_{c}\right)$, since $I+Q=-\left(D-C F^{-1} B^{T}\right)^{-1} C F^{-1} B^{T}$ and the product of matrices cannot be of higher rank than any of its factors.

Our previous analysis remains valid for the $2(m-k)$ eigenpairs (2.11) that correspond to $\delta_{j} \neq-1$. It is also valid for the $k$ eigenpairs where $\delta_{j}=-1$ that correspond to $\lambda_{j}^{-}$. Since the Schur complement is invertible, $M$ must also be rank deficient by $l_{c}$. Thus, the number of eigenpairs of the form (2.9) equals $\operatorname{dim}($ null $(M))=n-m+l_{c}$. This gives a total of $n+m-k+l_{c}$ eigenpairs, leaving us to find $k-l_{c}$ eigenpairs.

From (2.8), we have that all eigenvectors corresponding to $\lambda=1$ must satisfy $N v=0$ and $M u=2 v$. Since $\operatorname{dim}(\operatorname{null}(N))=l_{b}$, there are $l_{b}$ independent vectors $v$ that satisfy $N v=0$. Unfortunately, there may be as many as $l_{c}$ independent vectors $v$ where $M u=2 v$ has no solution. If we do not have $k-l_{c}$ independent vectors $v$ such that $M u=2 v$ has a solution, then $\mathcal{B}_{0}$ is defective. The analysis of section 2.1 does not permit any other eigenvectors.

For the missing eigenpairs we have that $\lambda_{j}^{+} \rightarrow 1$ as $\delta_{j} \rightarrow-1$. Therefore, we look for principal vectors of grade two (see [16]) for $\lambda=1$. These vectors satisfy the equations

$$
\begin{equation*}
N v=\tilde{u} \quad \text { and } \quad M u=2 v \tag{2.26}
\end{equation*}
$$

where $\tilde{u} \neq 0$ and $\tilde{u} \in \operatorname{null}(M)$. We note that there are $k$ independent vectors $v$ such that $(I+Q) v=0$. Since there are precisely $l_{b}$ independent vectors $v$ such that $N v=0$, there must be $k-l_{b}$ such vectors $v$ that satisfy $N v=\tilde{u}$ with $\tilde{u} \neq 0$ and $M \tilde{u}=0$. This gives $k$ independent vectors $v$ that satisfy the first equation of either (2.8) or (2.26).

There exists a space of dimension $l_{c}$ such that $M u=2 v$ has no solution. However, since we have $k$ independent $v$ 's to propose, we are guaranteed to find $k-l_{c}$ independent vectors $v$ 's that satisfy this equation. This gives us either our remaining eigenvectors or principal vectors of grade two. This also guarantees us that we have Jordan blocks of size at most two.

In the special case when $k=l_{b}=l_{c}$, we have $k-l_{c}=0$, so we have a full set of eigenvectors. We can apply the analysis described in the full rank case with $k$ additional eigenpairs $\left(1,\left[\tilde{u}_{n-m+j}^{T}, 0^{T}\right]^{T}\right)$ for $j=1, \ldots, k$, replacing the corresponding eigenpairs $\left(\lambda_{j}^{+},\left[\left(N v_{j}\right)^{T},\left(\lambda_{j}^{+}-1\right) v_{j}^{T}\right]^{T}\right)$ for which $\delta_{j}=-1$. Let $U_{1}$ be such that $U_{1}^{T} U_{1}=$ $I_{n-m+l_{c}}$ and range $\left(U_{1}\right)=\operatorname{null}(M)$. Let $\widetilde{V}$ be such that $\widetilde{V}^{T} \widetilde{V}=I_{l_{c}}$ and range $(\widetilde{V})=$ $\operatorname{null}(I+Q)$. Further, let the columns of $\widehat{V}$ be the eigenvectors of $Q$ corresponding to the eigenvalues $\delta_{j} \neq-1$, scaled such that $U_{2}=N \widehat{V}$ has unit columns. Finally, let the diagonal matrices $\widehat{\Lambda}^{+}$and $\widehat{\Lambda}^{-}$contain the eigenvalues $\lambda_{j}^{+}$and $\lambda_{j}^{-}$corresponding to the eigenvalues $\delta_{j} \neq-1$ ordered consistently with the columns of $\widehat{V}$. Then the eigenvector matrix of $\mathcal{B}_{0}$ is given by

$$
\mathcal{Y}=\left[\begin{array}{cc|cc}
U_{1}^{\left(n-m+l_{c}\right)} & U_{2}^{\left(m-l_{c}\right)} & N \tilde{V}^{\left(l_{c}\right)} & U_{2}^{\left(m-l_{c}\right)}  \tag{2.27}\\
\hline 0 & \widehat{V}\left(\widehat{\Lambda}^{+}-I\right) & -2 \widetilde{V} & \widehat{V}\left(\widehat{\Lambda}^{-}-I\right)
\end{array}\right],
$$

where superscripts in the top row indicate the number of columns. The corresponding eigenvalues are those from (2.9) and (2.11). We can then use the eigenvector matrix
of $\mathcal{B}_{0}$ given in (2.27) to derive bounds on the eigenvalues, as for the full rank case. The reduction in the number of columns of $U_{2}$ may in fact reduce the factor $\kappa(\Theta)$ in Corollary 2.4. An important example of this case is the stabilized Navier-Stokes (Oseen) problem [11], where $C=B$ and $F$ is positive definite.
3. Fixed-point method and its related system (exact Schur complement). We now consider an alternative solution method that leads to faster convergence in general; cf. [8]. In the $D=0$ case this approach leads to an efficient implementation of so-called constraint preconditioners; cf. [6, 5, 14, 26]. We can derive the following splitting from (2.3):

$$
\mathcal{B}(F)\left[\begin{array}{l}
x  \tag{3.1}\\
y
\end{array}\right]=\left[\begin{array}{cc}
I-S & N \\
M & Q
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left(\mathcal{B}_{0}-\left[\begin{array}{ll}
S & 0 \\
0 & 0
\end{array}\right]\right)\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
\tilde{f} \\
\tilde{g}
\end{array}\right]
$$

Note that

$$
\mathcal{B}_{0}^{-1}=\left[\begin{array}{cc}
I-N M & N  \tag{3.2}\\
M & -I
\end{array}\right]
$$

We left-multiply (3.1) by $\mathcal{B}_{0}^{-1}$ to yield the fixed-point iteration,

$$
\left[\begin{array}{c}
x_{k+1}  \tag{3.3}\\
y_{k+1}
\end{array}\right]=\left[\begin{array}{cc}
(I-N M) S & 0 \\
M S & 0
\end{array}\right]\left[\begin{array}{l}
x_{k} \\
y_{k}
\end{array}\right]+\left[\begin{array}{l}
\hat{f} \\
\hat{g}
\end{array}\right]
$$

Note that this iteration is formally the same as for the $D=0$ case in [5, 8]. Since $x_{k+1}$ and $y_{k+1}$ depend only on $x_{k}$, we need to iterate only on the $x_{k}$ variables; see also [4, pp. 214-215] and [8]. The $x$-component of the fixed-point of (3.3) satisfies the so-called related system for the fixed-point iteration [16],

$$
\begin{equation*}
(I-(I-N M) S) x=\hat{f} .^{1} \tag{3.4}
\end{equation*}
$$

The full-size related system (that is, with the $y$ component) and $D \neq 0$ has been examined elsewhere for special cases. In [26], $A$ is symmetric positive definite and spectrally equivalent to the identity, and so the splitting $F=I$ is used. In [14], $F$ is symmetric positive definite. In both of these cases $B=C$.
3.1. Eigenvalue bounds for fixed-point matrix and related system. In this section we assume $n-m \geq m$, but equivalent results are obtained for $m>n-m$. Let $U_{1}$ and $U_{2}$ be defined as in (2.13), $\Delta=\operatorname{diag}\left(\delta_{j}\right)$, and let $U_{2}=V_{2} \Theta$ with $V_{2}^{T} V_{2}=I$. Then, we have $N M U_{1}=0, N M U_{2}=N M N V=N V(I+\Delta)$, and therefore

$$
(I-N M)=\left[\begin{array}{ll}
U_{1} & V_{2}
\end{array}\right]\left[\begin{array}{cc}
I & 0  \tag{3.5}\\
0 & -\Theta \Delta \Theta^{-1}
\end{array}\right]\left[\begin{array}{ll}
U_{1} & V_{2}
\end{array}\right]^{-1}
$$

In the rank-deficient case, we can use (2.27). So, for this approach rank-deficiency has a potential advantage in terms of the conditioning of $\Theta$. To analyze $\|I-N M\|$ we need the following singular value decomposition (SVD):

$$
\begin{equation*}
U_{1}^{T} V_{2}=\Phi \Omega \Psi^{T}, \quad \text { where } 1>\omega_{1} \geq \omega_{2} \geq \cdots \geq \omega_{m} \tag{3.6}
\end{equation*}
$$

[^1]Following [8], we define $W$ by $W \Sigma=V_{2} \Psi-U_{1} \Phi \Omega$, where the diagonal matrix $\Sigma=$ $\operatorname{diag}\left(\left(1-\omega_{j}^{2}\right)^{1 / 2}\right)$ contains the sines of the principal angles between range $\left(U_{1}\right)$ and range $\left(V_{2}\right)$. Then, $\left[U_{1} W\right]$ is orthogonal, and we can decompose $V_{2}$ as follows:

$$
\begin{equation*}
V_{2}=U_{1} \Phi \Omega \Psi^{T}+W \Sigma \Psi^{T} . \tag{3.7}
\end{equation*}
$$

Theorem 3.1. Let $U_{1}, V_{2}$, and $\omega_{1}$ be defined as above. Let $\lambda_{R}$ be an eigenvalue of the related system matrix in (3.4). Then,

$$
\left.\begin{array}{c}
\rho((I-N M) S) \\
\left|1-\lambda_{R}\right|
\end{array}\right\} \leq\left(1-\omega_{1}^{2}\right)^{-1 / 2}\left(1+\left\|\Theta \Delta \Theta^{-1}\right\|\right)\|S\|,
$$

where $\rho(\cdot)$ designates the spectral radius.
Proof. The proof of this theorem largely follows [8]. Note that the result for $\rho((I-N M) S)$ immediately implies the result for $\left|1-\lambda_{R}\right|$. We have $\rho((I-N M) S) \leq$ $\|I-N M\|\|S\|$. Let $Z=-\Theta \Delta \Theta^{-1}$. Then,

$$
\begin{align*}
\|I-N M\| & =\left\|\left[U_{1} V_{2}\right]\left[\begin{array}{cc}
I & 0 \\
0 & Z
\end{array}\right]\left[U_{1} V_{2}\right]^{-1}\right\|  \tag{3.8}\\
& \leq\left\|\left[U_{1} V_{2}\right]\left[\begin{array}{cc}
I & 0 \\
0 & 0
\end{array}\right]\left[U_{1} V_{2}\right]^{-1}\right\|+\left\|\left[U_{1} V_{2}\right]\left[\begin{array}{cc}
0 & 0 \\
0 & Z
\end{array}\right]\left[U_{1} V_{2}\right]^{-1}\right\|  \tag{3.9}\\
& \leq\left(1-\omega_{1}^{2}\right)^{-1 / 2}+\left(1-\omega_{1}^{2}\right)^{-1 / 2}\|Z\|=\left(1-\omega_{1}^{2}\right)^{-1 / 2}(1+\|Z\|) . \tag{3.10}
\end{align*}
$$

The first term in (3.9) is the norm of an oblique projection. Given the SVD in (3.6), this norm equals $\left(1-\omega_{1}^{2}\right)^{-1 / 2}[22$, section 5.15$]$. We establish the bound for the second term as follows:

$$
\left\|\left[U_{1} V_{2}\right]\left[\begin{array}{ll}
0 & 0  \tag{3.11}\\
0 & Z
\end{array}\right]\left[U_{1} V_{2}\right]^{-1}\right\|=\max _{U_{1} a+V_{2} b \neq 0} \frac{\left\|V_{2} Z b\right\|}{\left\|U_{1} a+V_{2} b\right\|} .
$$

Without loss of generality we may assume $\|b\|=1$, so that $\left\|V_{2} Z b\right\| \leq\|Z\|$. From (3.7) we see that $\left\|U_{1} a+V_{2} b\right\|=\left\|U_{1} a+U_{1} \Phi \Omega \Psi^{T} b+W \Sigma \Psi^{T} b\right\|$, which for any given $b$ is minimized by $a=-\Phi \Omega \Psi^{T} b$. This gives $\left\|U_{1} a+V_{2} b\right\|=\left\|W \Sigma \Psi^{T} b\right\|$, which in turn is minimized for $b=\psi_{1}$. Hence, we have

$$
\left\|\left[U_{1} V_{2}\right]\left[\begin{array}{cc}
0 & 0  \tag{3.12}\\
0 & Z
\end{array}\right]\left[U_{1} V_{2}\right]^{-1}\right\|=\max _{U_{1} a+V_{2} b \neq 0} \frac{\left\|V_{2} Z b\right\|}{\left\|U_{1} a+V_{2} b\right\|} \leq\left(1-\omega_{1}^{2}\right)^{-1 / 2}\|Z\| .
$$

Therefore, by using (3.8)-(3.12) we have

$$
\rho((I-N M) S) \leq\left(1-\omega_{1}^{2}\right)^{-1 / 2}\left(1+\left\|\Theta \Delta \Theta^{-1}\right\|\right)\|S\| .
$$

If the $\delta_{j}$ are clustered, the influence of $\kappa(\Theta)$ is small.
Corollary 3.2. Let $\hat{\delta}=\arg \min _{z \in \mathbb{C}} \max _{j}\left|z-\delta_{j}\right|$ and $\tilde{\delta}_{j}=\delta_{j}-\hat{\delta}$. Then

$$
\left.\begin{array}{c}
\rho((I-N M) S) \\
\left|1-\lambda_{R}\right|
\end{array}\right\} \leq\left(1-\omega_{1}^{2}\right)^{-1 / 2}\left(1+\hat{\delta}+\kappa(\Theta) \max \left|\tilde{\delta}_{j}\right|\right)\|S\| .
$$

Proof. Note that $\Delta=\hat{\delta} I+\operatorname{diag}\left(\tilde{\delta}_{j}\right)$, so $\Theta \Delta \Theta^{-1}=\hat{\delta} I+\Theta \operatorname{diag}\left(\tilde{\delta}_{j}\right) \Theta^{-1}$.
So, the eigenvalues of the related system cluster around 1 , and the tightness of the clustering is controlled through $\|S\|$. Note that the factor containing $\omega_{1}$ in Corollary 3.2 is no larger than the corresponding factor for the block-diagonally preconditioned system in Corollary 2.4. In addition, the influence of the $\kappa(\Theta)$ term is smaller for the related system if the $\delta_{j}$ are clustered. This generally leads to better clustering and tighter bounds for the related system than for the block-diagonally preconditioned system. Because of these advantages, the related system will generally have faster convergence than the block-diagonally preconditioned system.
3.2. Satisfying "constraints". In the $D=0$ case, the second block of equations in (1.1) often represents a set of constraints. For the $D \neq 0$ case, this may or may not be the case. So-called constraint preconditioners in the $D=0$ case have the advantage that each iterate of a Krylov subspace method for the preconditioned system satisfies the constraints if the initial guess is chosen appropriately. Fixed-point methods such as (3.3) often satisfy the constraints after a single step. This is the case for the fixed-point method proposed in [8] for $D=0$. It turns out that we can prove an analogous property for the $D \neq 0$ case.

Lemma 3.3. For any initial guess $\left[x_{0}^{T}, y_{0}^{T}\right]^{T}$, the iterates, $\left[x_{k}^{T}, y_{k}^{T}\right]^{T}$, for $k=$ $1,2, \ldots$, of (3.3) satisfy $M x_{k}+Q y_{k}=\tilde{g}$ in (2.3) and $C x_{k}+D y_{k}=g$ in (1.1).

The proof can be found in $[29,30]$.
Corollary 3.4. After the first iteration of (3.3), all fixed-point updates are in the null space of $[M Q]$.

This follows trivially from Lemma 3.3.
We can also show that the iterates of a Krylov subspace method will satisfy the constraints if the initial guess satisfies the constraints (cf. [8]). We first give a general result and then specialize it to our problem. For the remainder of this section, $A$ and $C$ are arbitrary matrices, not the matrices referred to in (1.1). We return to the nomenclature of (1.1) in the next section.

ThEOREM 3.5. Let $A \in \mathbb{R}^{n \times n}, b \in \mathbb{R}^{n}, C \in \mathbb{R}^{m \times n}$, and $d \in \mathbb{R}^{m}$, and define the iteration $x_{k+1}=A x_{k}+b$. Further, let the iterates $x_{k}$ satisfy $C x_{k}=d$ for $k \geq 1$ and any starting vector $x_{0}$. Then, the iterates $x^{(m)}, m \geq 0$, of a Krylov method applied to the (related) system, $(I-A) x=b$, will satisfy $C x^{(m)}=d$ if $C x^{(0)}=d$.

The proof can be found in [29, 30].
Corollary 3.6. The iterates, $\left[x^{(m)^{T}}, y^{(m)^{T}}\right]^{T}$, of any Krylov method applied to the full $n+m$ related system for (3.3) satisfy $M x^{(m)}+Q y^{(m)}=\tilde{g}$ and $C x^{(m)}+D y^{(m)}=$ $g$ if the initial guess is the result of at least one step of fixed-point iteration (3.3).

Proof. Use Theorem 3.5, with $A$ as fixed-point iteration matrix in (3.3), $b=$ $\left[\begin{array}{ll}\hat{f}^{T} & \hat{g}^{T}\end{array}\right]^{T}, C=\left[\begin{array}{ll}M Q\end{array}\right]$, and $d=\hat{g}$.
4. Approximate Schur complement. It may be expensive to compute the Schur complement matrix $\left(D-C F^{-1} B^{T}\right)$ or to compute and apply its inverse (or factors). So, we would like to use a cheap approximation to the inverse of the Schur complement. We now consider the effect of such an approximation on the eigenvalue clustering of the preconditioned matrices and on the resulting convergence. Let $S_{1}=-\left(D-C F^{-1} B^{T}\right)$ denote the actual Schur complement and $S_{2}^{-1}$ denote our approximation to its inverse. As we only need to apply $S_{2}^{-1}$, no explicit representation of $S_{2}$ is needed. Finally, let $S_{2}^{-1} S_{1}=I+\mathcal{E}$.
4.1. Eigenvalue analysis of the block-diagonally preconditioned system. Now, the block-diagonal preconditioner is as follows:

$$
\mathcal{P}\left(F, S_{2}\right)=\left[\begin{array}{cc}
F^{-1} & 0 \\
0 & S_{2}^{-1}
\end{array}\right]
$$

We multiply (1.1) from the left by $\mathcal{P}\left(F, S_{2}\right)$. We refer to the resulting preconditioned matrix as $\mathcal{B}\left(F, S_{2}\right)$. The system of equations with $\mathcal{B}\left(F, S_{2}\right)$ is as follows:

$$
\left[\begin{array}{cc}
I-S & N  \tag{4.1}\\
M_{2} & Q_{2}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left(\left[\begin{array}{cc}
I & N \\
M & Q
\end{array}\right]-\left[\begin{array}{cc}
S & 0 \\
-\mathcal{E} M & -\mathcal{E} Q
\end{array}\right]\right)\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
\tilde{f} \\
\tilde{g}
\end{array}\right]
$$

where $M, N$, and $Q$ are defined as in section $2, M_{2}=S_{2}^{-1} C$, and $Q_{2}=S_{2}^{-1} D$. Note also that $M_{2}=S_{2}^{-1} S_{1} S_{1}^{-1} C=(I+\mathcal{E}) M$ and analogously $Q_{2}=(I+\mathcal{E}) Q$. Using (4.1), we can bound the eigenvalues of $\mathcal{B}\left(F, S_{2}\right)$ by considering the perturbation of the eigenvalues of $\mathcal{B}_{0}$ analogously to our bounds in section 2.2.

THEOREM 4.1. Let $\lambda_{\mathcal{B}}$ be an eigenvalue of $\mathcal{B}\left(F, S_{2}\right)$, $\lambda$ be an eigenvalue of $\mathcal{B}_{0}$, and $Q v_{j}=\delta_{j} v_{j}$.

1. If $\delta_{j} \in \mathbb{R}$ for $j=1, \ldots, m$, then
$\left|\lambda_{\mathcal{B}}-\lambda\right| \leq(1+\sqrt{2}) \kappa(\Theta)\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\|+\max _{j}\left\{\left|1+\delta_{j} \lambda_{j}^{+}\right|,\left|1+\delta_{j} \lambda_{j}^{-}\right|\right\} \kappa(V)\|\mathcal{E}\|$.
2. If $\delta_{j} \in \mathbb{C}$ and $\exists \alpha>0$ s.t. $\left|\delta_{j}\right| \leq \alpha<\sqrt{5}$ for $j=1, \ldots, m$, then

$$
\begin{aligned}
\left|\lambda_{\mathcal{B}}-\lambda\right| \leq & 2 \max \left(1, \frac{1}{2}+\frac{1+\alpha}{2 \sqrt{2(\sqrt{5}-\alpha)}}\right) \kappa(\Theta)\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\| \\
& +\frac{2+(1+\sqrt{5}) \alpha+2 \alpha^{2}}{\sqrt{2(\sqrt{5}-\alpha)}} \kappa(V)\|\mathcal{E}\| .
\end{aligned}
$$

3. If $D=0$, then

$$
\left|\lambda_{\mathcal{B}}-\lambda\right| \leq 2\left(\frac{1+\omega_{1}}{1-\omega_{1}}\right)^{1 / 2}\|S\|+\frac{2 \sqrt{5}}{5}\|\mathcal{E}\|
$$

Proof. In section 2.1 we have already derived the eigendecomposition of $\mathcal{B}_{0}$. From this decomposition we get the following perturbation bound (see [33, Theorem IV.1.12]):

$$
\begin{align*}
\left|\lambda_{\mathcal{B}}-\lambda\right| & \leq\left\|\mathcal{Y}^{-1}\left[\begin{array}{cc}
S & 0 \\
-\mathcal{E} M & -\mathcal{E} Q
\end{array}\right] \mathcal{Y}\right\| \\
& \leq\left\|\mathcal{Y}^{-1}\left[\begin{array}{cc}
S & 0 \\
0 & 0
\end{array}\right] \mathcal{Y}\right\|+\left\|\mathcal{Y}^{-1}\left[\begin{array}{cc}
0 & 0 \\
\mathcal{E} M & \mathcal{E} Q
\end{array}\right] \mathcal{Y}\right\| \tag{4.2}
\end{align*}
$$

Corollary 2.4 gives bounds for the first term in (4.2). So, we need bounds only for the second term.

Define $\mathcal{X}$ such that

$$
\mathcal{X}=\mathcal{Y}^{-1}\left[\begin{array}{cc}
0 & 0 \\
\mathcal{E} M & \mathcal{E} Q
\end{array}\right] \mathcal{Y} .
$$

We have

$$
\left[\begin{array}{cc}
0 & 0 \\
\mathcal{E} M & \mathcal{E} Q
\end{array}\right] \mathcal{Y}=\left[\begin{array}{cc}
0 & 0 \\
-\mathcal{E}\left(M Y_{11}+Q Y_{21}\right) & -\mathcal{E}\left(M Y_{12}+Q Y_{22}\right)
\end{array}\right]
$$

where $M U_{1}=0$ and $M U_{2}=M N V=(I+Q) V=V(I+\Delta)$. This gives $M Y_{12}=$ $M U_{2}=V(I+\Delta), M Y_{11}=[0 V(I+\Delta)], Q Y_{22}=V \Delta\left(\Lambda^{-}-I\right)$, and $Q Y_{21}=\left[0 V \Delta\left(\Lambda^{+}-\right.\right.$ $I)$ ]. So, the previous equation reduces to

$$
\left[\begin{array}{cc}
0 & 0  \tag{4.3}\\
\mathcal{E} M & \mathcal{E} Q
\end{array}\right] \mathcal{Y}=\left[\begin{array}{cc|c}
0 & 0 & 0 \\
\hline 0 & -\mathcal{E} V\left(I+\Delta \Lambda^{+}\right) & -\mathcal{E} V\left(I+\Delta \Lambda^{-}\right)
\end{array}\right]
$$

We then multiply (4.3) from the left by $\mathcal{Y}^{-1}$ (see (2.14)-(2.17)) and refactor to yield

$$
\mathcal{X}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & \left(\Lambda^{-}-\Lambda^{+}\right)^{-1} & 0 \\
0 & 0 & -\left(\Lambda^{-}-\Lambda^{+}\right)^{-1}
\end{array}\right]\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & V^{-1} \mathcal{E} V & V^{-1} \mathcal{E} V \\
0 & V^{-1} \mathcal{E} V & V^{-1} \mathcal{E} V
\end{array}\right] \mathcal{W}
$$

where

$$
\mathcal{W}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & I+\Delta \Lambda^{+} & 0 \\
0 & 0 & I+\Delta \Lambda^{-}
\end{array}\right]
$$

Using the consistency of the 2-norm, we have the following bound on $\|\mathcal{X}\|$ :

$$
\begin{equation*}
\|\mathcal{X}\| \leq 2\left\|\left(\Lambda^{-}-\Lambda^{+}\right)^{-1}\right\| \max _{j}\left\{\left|1+\delta_{j} \lambda_{j}^{+}\right|,\left|1+\delta_{j} \lambda_{j}^{-}\right|\right\} \kappa(V)\|\mathcal{E}\| \tag{4.4}
\end{equation*}
$$

The remainder of the proof concerns the bounds on the right-hand side of (4.4) for each particular case.

For the first part of the theorem, assume $\delta_{j} \in \mathbb{R}$ for $j=1, \ldots, m$. We have

$$
\begin{aligned}
\lambda_{j}^{-}-\lambda_{j}^{+} & =\frac{1+\delta_{j}-\sqrt{4+(1+\delta)^{2}}}{2}-\frac{1+\delta_{j}+\sqrt{4+(1+\delta)^{2}}}{2}=-\sqrt{4+\left(1+\delta_{j}\right)^{2}} \\
& =-\sqrt{p(\delta)}
\end{aligned}
$$

Clearly, $\left|1 /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)\right|$obtains its maximum at $\delta_{j}=-1$. This yields $\left|1 /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)\right| \leq$ $1 / 2$. We can use this in (4.4) to complete the proof of the first bound.

For the second part of the theorem, we assume $\exists \alpha>0$ s.t. $\left|\delta_{j}\right| \leq \alpha<\sqrt{5}$ for $j=1, \ldots, m$. First we derive a bound for $\left\|\left(\Lambda^{-}-\Lambda^{+}\right)^{-1}\right\|$. Recall the lower bound on $p(\delta)$ in the proof of Lemma 2.2 and note that $\left|1 /\left(\lambda_{j}^{-}-\lambda_{j}^{+}\right)\right|=2 / \sqrt{\left|p\left(\delta_{j}\right)\right|}$. So, we have $\left\|\left(\Lambda^{-}-\Lambda^{+}\right)^{-1}\right\| \leq(2(\sqrt{5}-\alpha))^{-1 / 2}$. Furthermore, we have

$$
\left|1+\delta_{j} \lambda_{j}^{ \pm}\right|=\left|1+\delta_{j} \frac{1+\delta_{j} \pm \sqrt{4+\left(1+\delta_{j}\right)^{2}}}{2}\right| \leq 1+\frac{\left|\delta_{j}\right|\left|1+\delta_{j}\right|+\left|\delta_{j}\right| \sqrt{\left|4+\left(1+\delta_{j}\right)^{2}\right|}}{2}
$$

We can bound $|\delta+1-2 i|$ and $|\delta+1+2 i|$ from above by $\sqrt{5}+\alpha$; so, $\sqrt{\left|4+\left(1+\delta_{j}\right)^{2}\right|} \leq$ $\sqrt{5}+\alpha$. Thus, we have

$$
\left|1+\delta_{j} \lambda_{j}^{ \pm}\right| \leq 1+\frac{\alpha(1+\alpha)+\alpha(\sqrt{5}+\alpha)}{2}=1+\frac{1+\sqrt{5}}{2} \alpha+\alpha^{2}
$$

Substituting these bounds into (4.4) yields

$$
\begin{equation*}
\|\mathcal{X}\| \leq \frac{2+(1+\sqrt{5}) \alpha+2 \alpha^{2}}{\sqrt{2(\sqrt{5}-\alpha)}} \kappa(V)\|\mathcal{E}\| \tag{4.5}
\end{equation*}
$$

We can then substitute this result into (4.2) to prove the second part of the theorem.
For the third part of the theorem, we assume $D=0$. We bound the first term in (4.2) using Theorem 2.1, Lemma 2.2 for $\delta \geq-1$, and Lemma 2.3 where $\kappa(\Theta)=1$. This follows from the fact that $U_{2}$ can be chosen to be orthogonal (see [8]).

For the second term in (4.2), since $Q=0, \delta_{j}=0$, so $\lambda_{j}^{-}-\lambda_{j}^{+}=-\sqrt{5}$, and we can choose $V=I$. We then substitute this into (4.4).

In practice, in the complex case the term involving $\alpha$ will generally be modest. For example, if $\alpha=1$, it is about 4.6022, and for $\alpha=2$, it is about 23.9727.

If we compare the bounds from Theorem 4.1 with those from Corollary 2.4 for the block-diagonal preconditioner with the exact Schur complement, $\left(D-C F^{-1} B^{T}\right)$, we see that the deterioration of the bounds is $O(\|\mathcal{E}\|)$. Note that the factors that multiply the $\|\mathcal{E}\|$ are all constants with respect to the choice of the approximate Schur complement, $S_{2}^{-1}$. This is about as good as we can hope for. The bounds also demonstrate that there is no point in investing in a really good splitting when a poor approximation to the Schur complement is used or vice versa. Rather, we should be equally attentive to both if we want good eigenvalue clustering.
4.2. Eigenvalue analysis of the related system. If we follow the approach in section 3 to generate the related system for this problem, we would generate precisely the related system derived from (3.3), with $S_{1}^{-1}$ instead of $S_{2}^{-1}$ [8]. Therefore, we use an alternative splitting of $\mathcal{B}(F)$,

$$
\mathcal{B}(F)=\left[\begin{array}{cc}
I & N \\
M_{2} & Q_{2}+\mathcal{E}
\end{array}\right]-\left[\begin{array}{cc}
S & 0 \\
0 & \mathcal{E}
\end{array}\right],
$$

and derive the related system for this splitting. Due to the $\mathcal{E}$ term in the splitting, however, we cannot reduce the size of our system. Instead, we get

$$
\left[\begin{array}{cc}
I-\left(I-N M_{2}\right) S & -N \mathcal{E}  \tag{4.6}\\
-M_{2} S & I+\mathcal{E}
\end{array}\right]\left[\begin{array}{l}
x \\
y
\end{array}\right]=\left[\begin{array}{l}
\hat{f} \\
\hat{g}
\end{array}\right] .
$$

For a special problem in magnetostatics, a linear system similar to (4.6) was derived in [26]. If we use the choices for the splitting and approximations from [26], we obtain basically the same system to be solved. In [26], the authors only outline the qualitative behavior of the eigenvalues in the case that $\mathcal{E}$ is sufficiently small.

Theorem 4.2. For any eigenvalue, $\lambda_{R}$, of the related system matrix (4.6),

$$
\left|1-\lambda_{R}\right| \leq \sqrt{1+\|N\|^{2}} \sqrt{1+\left\|M_{2}\right\|^{2}} \max (\|S\|,\|\mathcal{E}\|)
$$

Proof. Note that the matrix in (4.6) can be split as follows:

$$
\begin{aligned}
{\left[\begin{array}{cc}
I-\left(I-N M_{2}\right) S & -N \mathcal{E} \\
-M_{2} S & I+\mathcal{E}
\end{array}\right] } & =I-\left[\begin{array}{cc}
I-N M_{2} & N \\
M_{2} & -I
\end{array}\right]\left[\begin{array}{cc}
S & 0 \\
0 & \mathcal{E}
\end{array}\right] \\
& =I-\left[\begin{array}{cc}
I & -N \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
M_{2} & -I
\end{array}\right]\left[\begin{array}{cc}
S & 0 \\
0 & \mathcal{E}
\end{array}\right]
\end{aligned}
$$

Expressing our matrix as a perturbation of the identity and using a classic perturbation bound (see [33]) yields

$$
\left|1-\lambda_{R}\right| \leq\left\|\left[\begin{array}{cc}
I & -N \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
I & 0 \\
M_{2} & -I
\end{array}\right]\left[\begin{array}{cc}
S & 0 \\
0 & \mathcal{E}
\end{array}\right]\right\| .
$$

Noting that

$$
\left\|\left[\begin{array}{cc}
I & -N \\
0 & I
\end{array}\right]\right\| \leq \sqrt{1+\|N\|^{2}} \quad \text { and } \quad\left\|\left[\begin{array}{cc}
I & 0 \\
M_{2} & -I
\end{array}\right]\right\| \leq \sqrt{1+\left\|M_{2}\right\|^{2}}
$$

we obtain

$$
\left|1-\lambda_{R}\right| \leq \sqrt{1+\|N\|^{2}} \sqrt{1+\left\|M_{2}\right\|^{2}} \max (\|S\|,\|\mathcal{E}\|)
$$

The terms $\|N\|$ and $\left\|M_{2}\right\|$ in the bound from Theorem 4.2 are fairly benign. They are bounded by the norms of the off-diagonal blocks of the unpreconditioned matrix (1.1) and the norms of the inverses of the splitting and approximate Schur complement. Note that the latter two are chosen by the user. Moreover, if we use a good preconditioner for this problem and therefore both our splitting and approximate Schur complement are reasonably accurate, the norms of their inverses will not be large relative to the norm of (1.1), unless (1.1) is itself poorly conditioned.

Just as for the block-diagonally preconditioned system, the eigenvalue perturbation of the related system depends on both $\|S\|$ and $\|\mathcal{E}\|$. Again, there is no advantage in making one significantly smaller than the other. Thus, we should be equally attentive to both $\|S\|$ and $\|\mathcal{E}\|$ in order to achieve tight clustering and fast convergence.
5. Numerical experiments. We present numerical experiments for two model problems, both arising from the Navier-Stokes equations.

The first model problem involves a stabilized finite element discretization of the Navier-Stokes equations. We use the software toolkit for a two-dimensional leaky liddriven cavity problem developed for the Winter School in Scientific Computing and Iterative Methods hosted by the Chinese University of Hong Kong in December 1995 and made available by David Silvester [11]. Using this toolkit, we can easily apply the preconditioners and analysis from this paper to the stabilized Navier-Stokes problem (Oseen case). This problem is nonsymmetric but has $B=C$. Excellent work has been done by others on preconditioners for this specific problem [11, 31, 34], which we do not intend to supplant. Rather, our goal is to illustrate the effect of the preconditioners proposed in this paper on the convergence behavior and the eigenvalue distributions for a problem which is well understood and easily accessible to the community.

In particular, we show what happens to the convergence of GMRES, the eigenvalues, and our eigenvalue bounds as we improve the splitting $(\|S\| \rightarrow 0)$ and the approximate Schur complement $(\|\mathcal{E}\| \rightarrow 0)$. We also succinctly compare the blockdiagonally preconditioned systems (2.3) and (4.1) with the related systems (3.4) and (4.6), in terms of both eigenvalues and convergence. We also illustrate the importance of balancing the quality of the splitting and the Schur complement to avoid wasted effort. Finally, we study the influence of the mesh width on the convergence of the related system.

The second model problem involves a spectral collocation discretization for the incompressible Stokes equations on a square [3, 27]. This application has $B \neq C$ and $D=0$, and this particular formulation uses the Chebyshev nodes for the collocation sites to allow the rapid computation of Gauss-Lobatto quadrature. To our knowledge, this is the first presentation of convergence and eigenvalue results in the literature for preconditioners for generalized saddle-point problems with $B \neq C$. For this application, we present GMRES convergence results as well as the locations of the eigenvalues of the preconditioned system.
5.1. Navier-Stokes with finite elements. For our first experiments, we choose a $16 \times 16$ grid, viscosity parameter $\nu=0.1$, and stabilization parameter $\beta=0.25$. After removing the constant pressure mode, the system has 705 unknowns. Since multigrid cycles are actually matrix splittings, we use a number of multigrid V-cycles to define the splitting of the $(1,1)$ block. For each V-cycle we use three SOR-Jacobi pre- and post-smoothing steps with relaxation parameter $\omega=0.25$. As a purely algebraic alternative, we also employ an ILUT factorization of the $(1,1)$ block and vary the drop tolerance to change the accuracy of our splitting [28].


Fig. 5.1. Convergence of GMRES for both types of preconditioners, using the exact Schur complement and varying the number of $V$-cycles for the splitting.

We start with the exact Schur complement, varying the number of V-cycles for the splitting from one to six. Figures $5.1(\mathrm{a})$ and $5.1(\mathrm{~b})$ show the convergence history for preconditioned GMRES for the block-diagonally preconditioned system and the related system, respectively. Note that the related system converges in significantly fewer iterations, for any choice of the number of V-cycles, demonstrating the performance difference between the two preconditioned systems.

We have also computed the eigenvalue perturbation and the eigenvalue bounds for both preconditioned systems, using up to nine V-cycles for the splitting, with the exact Schur complement. Figure $5.2(\mathrm{a})$ shows the maximum absolute eigenvalue perturbation from $\lambda \in\left\{1, \lambda_{j}^{ \pm}\right\}$for the block-diagonally preconditioned system (2.3), and Figure 5.2(b) shows the maximum absolute eigenvalue perturbation from 1 for the related system (3.4).

(a) Block-Diagonal Preconditioner (2.3).

(b) Related System (3.4).

Fig. 5.2. Maximum absolute eigenvalue perturbation and perturbation bounds, for both types of preconditioners, using the exact Schur complement and varying the number of $V$-cycles for the splitting.

As we use a better splitting for $A$ (more V-cycles), we see that the eigenvalue bound decreases with approximately the same rate as the corresponding eigenvalue perturbations, although the bound is pessimistic. This pessimism is mostly due to the $\kappa(\Theta)$ factor. Figure $5.2(\mathrm{~b})$ includes an estimate of the perturbation for the related system, which consists of the bound in Corollary 3.2 with $\kappa(\Theta)$ replaced by one. Both the bound and our estimate follow the trend in the actual eigenvalue perturbation well as the number of V-cycles increases. The figure shows that the bounds and the estimate give good qualitative, respectively quantitative, descriptions of the eigenvalue perturbation as the splitting improves.

The eigenvalue perturbation bound for the related system (3.4) is much smaller than for the block-diagonally preconditioned system (2.3). However, the actual max-


Fig. 5.3. Convergence results for the related system using an approximate Schur complement.
imum eigenvalue perturbation for both systems is about equal. For the related system, this represents a single eigenvalue cluster around 1 , which means that the bound proves fast convergence for about 6 V -cycles or more, and the actual (max) perturbation indicates good convergence already for 1 V -cycle. On the other hand, for the block-diagonally preconditioned system, this represents $2 m+1$ (potentially) distinct clusters around 1 and $\lambda_{j}^{ \pm}$for $j=1, \ldots, m$. The existence of multiple clusters in this case, compared with the single cluster for the related system, explains the difference in their convergence behavior. These multiple clusters also explain the diminishing returns of improving the splitting for the block-diagonal preconditioner shown in

(a) Using seven V-cycles or $\operatorname{ILUT}(1 \mathrm{e}-5)$ for the splitting and varying the approximate Schur complement.

(b) Using the approximate Schur complement with $\operatorname{ILUT}(1 \mathrm{e}-5)$ and varying the number of V-cycles for the splitting.

Fig. 5.4. The effects of $\|S\|$ and $\|\mathcal{E}\|$ on the related system using the approximate Schur complement.

Figure 5.1(a). As we see similar differences between the preconditioners for the other test cases, we show results only for the related system for the remainder of this section.

We illustrate the convergence behavior for the preconditioner with an approximate Schur complement as a function of the accuracy of the approximation by using an ILUT decomposition [28]. While this may not be a practical choice, it serves our purposes for this paper because it allows us to progressively increase the accuracy of

TABLE 5.1
Effect of the number of grid points per dimension ( $n$ ) on $\max _{j}\left|\delta_{j}\right|$ and the number of GMRES iterations for the related system (4.6) using a splitting of $5 V$-cycles and various approximate Schur complements.

|  |  | Number of GMRES iterations |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: |
| $n$ | $\max \left\|\delta_{j}\right\|$ | $\operatorname{ILUT}(1 \mathrm{e}-3)$ | $\operatorname{ILUT}(1 \mathrm{e}-4)$ | $\operatorname{ILUT}(1 \mathrm{e}-5)$ | $\operatorname{ILUT}(1 \mathrm{e}-6)$ |
| 4 | $1.72 \mathrm{e}+00$ | 5 | 5 | 5 | 5 |
| 8 | $5.92 \mathrm{e}-01$ | 5 | 4 | 4 | 4 |
| 16 | $1.60 \mathrm{e}-01$ | 7 | 5 | 5 | 5 |
| 32 | $4.07 \mathrm{e}-02$ | 13 | 6 | 5 | 5 |

the approximation to the inverse of the Schur complement. We use drop tolerances ranging from $1 \mathrm{e}-3$ to $5 \mathrm{e}-8$.

Figures $5.3(\mathrm{a})$ and $5.3(\mathrm{~b})$ show the effects of improving the splitting (for multigrid and ILUT) and the approximation to the Schur complement on the convergence of GMRES for the related system (4.6). First, in Figure 5.3(a), we vary the drop tolerance for the approximate Schur complement and fix the number of V-cycles for the splitting at five. Then, in Figure $5.3(\mathrm{~b})$, we demonstrate a number of splittings using V-cycles and ILUT, and fix the drop tolerance at $1 \mathrm{e}-5$ for the approximate Schur complement. The convergence results are quite good, regardless of the choice of splitting.

The convergence rates in Figures $5.3(\mathrm{a})$ and $5.3(\mathrm{~b})$ hit a point of diminishing returns, past which improving either the splitting or the approximate Schur complement while leaving the other unchanged does not improve convergence. To explain this, we show the eigenvalue perturbations from 1 and the perturbation bound for the same example in Figure 5.4. In both plots, the eigenvalue perturbation (and bound) cease to decrease shortly after $\|S\|$ is less than $\|\mathcal{E}\|$ or vice versa. This demonstrates that the eigenvalue bound from Theorem 4.2 is indicative of the actual eigenvalue perturbation and the resulting convergence behavior, and that using a significantly more accurate splitting than approximate Schur complement, or vice versa, yields little additional benefit. Finally, note that for reasonable choices of splitting and approximation to the Schur complement the bounds are less than 1, indicating that the eigenvalues are clustered away from the origin. This should lead to rapid convergence for Krylov methods.

Varying the number of grid points per dimension, $n=1 / h$, gives some insight into how the convergence of the related system (4.6) depends on $h$. Table 5.1 summarizes these results. First, note that $\left|\delta_{j}\right|$ decreases with $h$. This leads to significant reductions of the factors involving $\delta_{j}$ in the theorems of sections 2,3 , and 4 . In particular, with respect to Corollary 3.2 for the related system and Corollary 2.4 and Theorem 4.1 for the block-diagonal preconditioner, note that for small $h$ the $\delta_{j}$ are nearly real. Moreover, note that the convergence of GMRES for the related system (4.6) depends only mildly on $h$. A good splitting and a reasonably accurate approximate Schur complement seem to lead to $h$-independent convergence.
5.2. Incompressible Stokes with spectral collocation. We will build discretizations with polynomials of degree up to 22 for this problem. The largest system will be of size 1241 . We use an odd-even ordering for the velocity unknowns to exploit the orthogonality properties of Chebyshev polynomials and put the $(1,1)$ block in block-diagonal form. We use ILUT with a drop tolerance of $1 \mathrm{e}-4$ for the splitting of the $(1,1)$ block, and for the approximate Schur complement we use ILUT with a drop tolerance between $1 \mathrm{e}-3$ and $1 \mathrm{e}-5$. Figure $5.5(\mathrm{a})$ shows the eigenvalues of the


Fig. 5.5. Eigenvalues and iteration counts for the related system (4.6) from spectral discretization of the incompressible Stokes equations with an ILUT(1e-4) splitting and an approximate Schur complement.
related system for the largest problem, $N=22$. Except for a single eigenvalue of $O(1 \mathrm{e}-2)$, the eigenvalues are tightly clustered around one. As expected, this leads to rapid convergence, as shown in Figure 5.5(b). Moreover, the GMRES iteration count for the related system with an approximate Schur complement (with the exception of $\operatorname{ILUT}(1 e-3)$ ) shows only modest dependence on the maximum polynomial degree
$N$. Hence, even for fully asymmetric problems, our preconditioners are effective and show the potential of scaling well to larger problems.
6. Conclusions and future work. We have proposed and analyzed variants of indefinite preconditioners (the related system) and block-diagonal preconditioners for the $D \neq 0$ case, including the use of approximate Schur complements. We have illustrated their performance in terms of convergence, eigenvalue perturbations, and eigenvalue bounds using well-known model problems. Further analysis should help tighten the eigenvalue bounds, in particular using the consistency property of matrix norms less. We also aim to specialize our methods to particular problems. We are currently exploring applications from metal deformation, porous media flow, optimization, and electromagnetics.
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